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Executive Summary

The goal of this report is to present and explain the main features of the
methodologies developed within the BPES project focusing on the manage-
ment and control of the European power system during balancing operation.
These methods build upon the characterization and modelling approaches
presented in the work package 2 report [1].

The methodologies presented here aim to address different aspects of balanc-
ing operation primarily related with the issues of balancing operation and
market, the operational flexibility and the uncertainty due to the stochastic
infeed of renewable energies.

This report is organized in five parts, each one describing the main com-
ponents of the proposed methodologies and some illustrative examples. A
thorough presentation and discussion of the results from case studies are
included in work package 5 report [2].

The first part focuses on the topic of spatio-temporal coupling of infeed un-
certainties providing a methodology to generate statistical scenarios that
accurately represent the space-time correlations, based on state-of-the-art
forecasting methodologies. These scenarios can be readily used as input to
decision-making tools related to power system operation and economics.

The interrelated topics of operational flexibility and uncertainty are dis-
cussed in the second part. We propose a unified framework that allows to
characterize and quantify these two concepts using the same metric. In part
II1, this framework is integrated in the operational strategy of the system
operator. This new balancing mechanism employs a robust optimization
approach to guarantee sufficient level of reserves with minimum cost for the
worst case realization of the uncertainty. In addition, this part addresses
the topics of locational flexibility where the effect of limited transmission
capacity on the operational flexibility is explicitly considered. In a similar
vein, the topic of cross-border and temporal coordination between different
regions and trading floors, respectively, is addressed showing the benefits of
dynamic transmission capacity allocation in the absence of adequate intra-
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regional market coordination.

Unlike current balancing schemes that focus mainly on the reactive dispatch
of control reserves, in part IV we propose an approach of predictive dispatch
that optimally prepositions the balancing resources in anticipation of uncer-
tainty. In addition, we formulate a methodology that enables the efficient
inter-TSO coordination based on the exchange of a minimal amount of in-
formation for their internal power system.

Finally, in the fifth part of this report we focus on operational and grid
expansion models that explicitly consider the transmission side flexibility
brought into the system using dynamic line rating (DLR) or HVDC inter-
connections. The DLR capabilities are taken into account during the reserve
procurement phase based either on a centralized approach (robust optimiza-
tion) or decentralized policies.
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Chapter 1

Introduction

This report aims to provide an outline of the main methods developed within
the BPES project framework regarding the management and control of the
European power system with emphasis on balancing operation. The method-
ological approaches presented in the subsequent chapters follow the charac-
terization and modeling principles and approaches described in the report
of work package 2 [1].

The proposed methods aim to contribute towards three main pillars relevant
in the context of balancing as shown in Fig. 1.1, namely the balancing oper-
ation and market, the operational flexibility and the uncertainty introduced
mainly by fluctuations and forecast errors of the variable renewable energy
generation.

Balancing

Operation
& Market

Flexibility } {Uncertainty

Figure 1.1: Three main pillars of methodological contribution of this report.

The report consists of five main parts focusing on different aspects related
with power system balancing. Each chapter includes an introductory part
describing the motivation and the basic idea of the corresponding method
which is then explained using the main equations and mathematical for-
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mulation. Finally, the applicability of each method is illustrated based on
selected examples. A detailed presentation of the results along with an in-
depth discussion are provided in the report of work package 5 [2].

The first part provides an overview of state-of-the-art forecasting method-
ologies to generate different types of forecasts, i.e., point and probabilistic
predictions as well as spatio-temporal scenarios, in order to describe wind
power uncertainty. This is a generic framework that can be also applied
to describe different sources of uncertainty, e.g., load or PV production. In
order to include these high-quality forecasts in the decision-making process
of the system operator a stochastic unit commitment model is formulated
as a two-stage optimization problem considering day-ahead and expected
real-time dispatch.

The second part deals with the characterization of operational flexibility
of the power system. Starting from concrete definitions of operational and
locational flexibility, we outline a methodology that permits to describe flexi-
bility and uncertainty in a unified framework based on the trinity of ramping,
power and energy. In addition, we present an uncertainty characterization
approach which is able to capture the spatio-temporal structure of forecast
errors over multiple time-steps. Hence, this method allows a direct compar-
ison of these values and consequently the assessment of secure power system
operation.

The third part of the report focuses on alternative procurement reserve
strategies in view of power system’s flexibility and the available transmis-
sion capacity. In particular, we formulate a procurement algorithm that
incorporates a probabilistic power flow taking into account the uncertainty
of forecast errors, the influence of manual and automatic control reserves as
well as the properties of HVDC transmission. Another approach for the pro-
curement of control reserves is based on a robust optimization problem that
finds the least-cost reserves for the worst-case realization of the uncertainty
following the definitions provided in part II. Finally, we evaluate the effi-
ciency of different market-clearing algorithms for the settlement of reserve
capacity, day-ahead and balancing markets in systems with high shares of
renewables and we analyse the effect of the explicit transmission allocation
on the expected system cost.

Part IV concentrates on the activation and coordination of reserves. A
methodological framework for the definition and the evaluation of predictive
dispatch is outlined describing the main parameters of operational strategies
and their mathematical formulation. The inter-TSO coordination approach
determines the bounds on the possible tie-line flow changes as an information
proxy for the allowed re-dispatch actions of the neighbouring power systems
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without revealing any sensible information about the domestic system state.

Finally, part V targets the problem of grid expansion considering operational
flexibility aiming to incorporate Dynamic Line Rating in the decision-making
of the system operators. In addition, an optimization-based methodology
that finds optimal placements of the terminals of the HVDC overlay grid is
presented considering both economic and improved controllability features
of this transmission technology.



Part 1

Wind Power Forecasting
Methodologies



1.1 Motivation

The existing market architecture, i.e., sequential clearing of the day-ahead
and real-time markets, serves the requirements of a power system based on
conventional generation where dispatch decisions need to be planned ahead
and the balancing operation is driven by discrete disturbances that cannot
be predicted in advance, e.g., outages of generators or transmission lines.
However, the efficiency of this market design is disputed as the shares of
intermittent renewables increase.

In order to account for the flexibility needs of the power system and take
advantage of the - even partial - predictability of wind power, stochastic
optimization models are gaining increased attention. Nevertheless, stochas-
tic programming presents a significant challenge regarding the uncertainty
modeling in terms of scenarios, since their quality affects considerably the
outcome of these models.

Most of the existing wind power prediction tools produce deterministic fore-
casts [3], which provide only a single value about the expected wind power.
Recent research has also focused on probabilistic predictions [4], [5], giving
the overall probability distribution of the power output and enabling the
estimation of the marginal uncertainty, i.e., the probability distribution of
prediction errors. However, probabilistic forecasts are still unable to model
the development of these errors in space and in time. To capture this infor-
mation, it is necessary to generate scenarios that respect both the spatial [6]
and the temporal [7] interdependence structure of the forecast errors. These
scenarios are suitable to be used in a stochastic optimization framework.

Here we provide a methodological framework that describes the stochastic
processes pertaining to wind power at different locations and forecast lead
times. Wind power uncertainty is characterized in form of:

1. point forecasts
2. probabilistic predictions and

3. spatio-temporal scenarios of short-term wind power production.

1.2 Main idea and method

This section provides an outline of the methodology used to generate differ-
ent types of wind power forecasts. Single valued predictions (point forecasts)
are produced using a Support Vector Regression (SVR) approach. Based on
these point predictions, nonparametric probabilistic predictions are issued



and their marginal distributions are retrieved. Finally, spatio-temporal wind
power scenarios are obtained using Monte-Carlo sampling techniques.

1.2.1 Support vector regression for short-term power predic-
tions

A powerful technique for forecasting applications is support vector regres-
sion (SVR), which is based on kernel regression and belongs to the family
of machine learning methods. In case of wind power forecasting, the goal
of the SVR algorithm is to find a direct mapping of wind speed on pro-
duced wind power. Let p,; the actual wind power production at time ¢
and location s, and Py sy, Us¢4k)e the wind power and the speed forecasts
respectively, issued at time ¢ with leading horizon hy = 1,...k,...,d;. The
SVR model aims to find a prediction function § : R* x R" x R? — R such

that P ke = 9(Us pnes P> Psit)-

For a given set of training data (61,v1), ..., (0;,v),. .., (0n, ), where §; € ©
are the input patterns and v; the corresponding output values, the SVR al-
gorithm finds a function g(#) whose deviation from the actually obtained
targets v; is less or equal to a predetermined non-negative value e.

Assuming that g(6) is a of the form g(6) = (w,0) + b, w € W,b € R, the
mathematical formulation of the optimization problem that SVR solves is

1 n
min P+ €+ €)

whEE g (1.1)

s.t.
vi —(w,0;) —b<e+¢§ (1.2)
(w,0;) +b—v; <e+& (1.3)
£6°>0 (1.4)

where ||w|| is the Euclidean norm defining the flatness of the regression func-
tion and (-, -) the dot product in the space of the input patterns W. It holds
that ||w||? = (w,w). The slack variables & and & are used in order to relax
the constraints related to the e-insensitive region, such as only the points
that are located outside this region are penalized [8].

The objective function (1.1) consists of two terms. The first term, 1|jwl|?,
represents the degree of complexity, i.e., the flatness of the function. The
second term, Y ', (&+E]), corresponds to the tolerance for deviations larger
than €. The manually adjustable constant C' determines the trade-off be-
tween these two properties of the function.



In cases where the dimensionality of w is much higher than the number
of observations as well as in order to extend the SVR algorithm to non-
linear functions, it is useful to solve the dual formulation of the problem
(1.1)-(1.4) [8]. The dual formulation of the problem as well as extensions to
non-linear regression functions are explained in detail in [9)].

1.2.2 Probabilistic forecasts using nonparametric probabilis-
tic distributions

Probabilistic forecasts are considered in form of nonparametric predictive
densities, where the cumulative distribution functions of wind power pro-
duction are described by a set of quantile forecasts. Being at time ¢t and for
location s, write f57t+k|t the probabilistic forecast of the density function of
wind power production p 4 at time ¢ + k and F&Hk“ the corresponding
cumulative distribution function. Given that F&HW is a strictly increas-
ing function, every quantile qiiiklt with nominal proportion «;, i.e., the
predicted power value which has probability «; to cover the observation, is
uniquely defined as

A(ai) _ —1
Ds t+klt = Fs,t+k|t(ai)‘ (1.5)

~

Consequently, a nonparametric forecast Fj; ), can be assembled as

Fopirn = {a50l0 S an < o << <1} (1.6)

The quantile regression model employed in this work is based on the method-
ology described in [10]. For a training set of data (Ds,t4k|t> Ps,t+k), €ach quan-

tile ¢(®) is calculated by a parametric polynomial function N(Ds,t4klts ﬁ(ai)),
where 5(%) is a vector of model parameters, estimated by solving the fol-
lowing optimization problem

(i)

B~ =argmin Z Pa; (Ps,t+k — N(Ds t1k]t5 ﬁ(ai)»- (1.7)

i=1

In the above formulation p,, is the tilted absolute function defined as
Po; (1) = u(a; — 1(u < 0)). (1.8)

Figure 1.2 depicts an example of probabilistic predictions along with the
corresponding point forecasts and the actual measurements (Data sources
are described in [9]).
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Figure 1.2: Nonparametric probabilistic forecasts of wind power production with
nominal coverage rates of the prediction intervals 10, 20,..., and 90%, produced
with quantile regression, accompanied with the corresponding point forecasts and
measurements.

1.2.3 Spatio-temporal scenarios of wind power generation

Aiming to produce wind power scenarios that respect the spatio-temporal
interdependence structure of the forecast errors, we employ an extended ver-
sion of the method presented in [7] and [6] which focus solely on the temporal
and spatial dependencies, respectively.

Denoting by ds and dj the number of locations and lead times respectively,
the overall dimension of the scenario generation problem is d = dg X dy.
Assuming that the spatio-temporal dependence structure can be modeled
by a Gaussian copula, the covariance matrix ¥ € R%*? of a d-dimensional
standard normal random variable X; ~ Ny(0, X) fully captures the interde-
pendence structure, for all lead times and locations. Given the assumption
of the Gaussian meta-model, the diagonal elements of 3 are equal to 1, while
the off-diagonal elements represent the correlation between the correspond-
ing random variables.

Write Y, the random variable whose realization at time ¢ is defined as
Ys(,Q = As,t+k|t(ps,t+k), Vt, Vs, Vk (1.9)

and follows a uniform distribution, Y;; ~ U [0, 1]. Then, a standard normal
random variable X, ; ~ N (0, 1) is obtained using the following transforma-



tion

x) = 1 (V) ve,vs vk (1.10)

where @1 is the inverse of the Gaussian cumulative distribution function.
Applying this transformation into all uniform variables YS(Q, for all the lo-
cations and lead times, one obtains d standard Gaussian 7variables, whose
multivariate structure is described by 3. The covariance matrix 3 is es-
timated based on historical data (i.e., a training period with ¢t =1, ... ,T)
using the following expression

T
=) XX/ (1.11)
t=1

where

o1 (Fsl,t+1\t(psl,t+1))

ot (Fsl,t+dk \t(psl,t+dk ))
X :

: (1.12)
o1 (Fsds,tJrl\t(psds,t-i-l))

(I)_l (Fsds ,t-‘rdk\t(psds JS+dg ))

is the vector of previous measurements transformed through the probabilis-
tic forecast series issued at time ¢ and the probit function ®~!. In practical
applications the covariance matrix can be adaptively estimated using a re-
cursive estimation method as discussed in [7]. In order to ensure that ¥
is a suitable covariance matrix of a unit multivariate Normal variable, the
following transformation is applied

zealb — 53¢ (o10)) (1.13)

to calibrate the initial covariance matrix, where o; is the vector of standard
deviations and @ denotes the element-by-element division.

For the generation of a set of ) spatio-temporal scenarios, a multivariate
Normal random number generator with zero mean and covariance matrix
>ealib j5 used to draw ( realizations of X;. Then, for every lead time and

every location, the inverse probit function ® is applied to each element Xé“,?

(@)

of X; in order to obtain €2 realizations of Ys: as

v = o(x&)) vs, vk, vw (1.14)
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Finally, the trajectories of wind power generation that respect the predic-
tive densities of the probabilistic forecasts are obtained using the following
transformation

ﬁg‘;«)'f'k‘t = F;tik\t(ié(,ﬁ)) Vs, VE, V. (1.15)
The set of the above transformations for the random variable p can be sum-

marized as follows:

Fp)=Y ~ U (V)=X~NadX)=Y e FY)=p (1.16)

Figure 1.3 shows an example of space-time scenarios of short-term wind
power production for the same episode as Fig. 1.2.
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lead time [h]

Figure 1.3: Example of 10 spatio-temporal scenarios of wind power production
(for the same period and location as in Fig. 1.2).

The rest of the chapter outlines the main structure of a stochastic unit
commitment model and the results from its application on an illustrative 14-
bus system. Further details about the complete mathematical formulation
as well as the data of the case study can be found in [9].

1.2.4 Stochastic Unit Commitment

In order to demonstrate the applicability of the wind power forecasts on
power system and electricity market studies, we consider the following two-
stage stochastic unit commitment model, where the first stage represents the
day-ahead schedule and the second stage represents the real-time dispatch,
i.e, the decisions which can be modified once the uncertainty is revealed.
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This optimization model is a mixed integer linear programming problem
(MILP) due to the binary variables modeling the on/off status of the gen-
erators.

A compact version of the stochastic unit model is written as:

Minei)mize CP(pa,pw,u) + E [C’B(yw)] (1.17)

1

s.t.

- (pG,pw,6") — L =0 (1.18)
91 (u) <0 (1.19)
g (%) <T (1.20)
pw <W (1.21)
hB (4, 6%,6,) + W —pw =0, Vw € Q (1.22)
92 (G, Y, ) <0, Yw €Q (1.23)
95 () <0, YweQ (1.24)
95 (0,) < T, VYweQ (1.25)
ue{0,1} (1.26)

where ©1 = {pg, pw, 0°, 0w, Yw, u} is the set of vectors of optimization vari-
ables.

The objective function (1.17) aims to minimize the expected cost of power
system which is made up of the day-ahead and the balancing cost com-
ponents. The day-ahead cost includes the energy production (pg,pw) for
conventional and wind power units respectively, the start-up and the shut-
down costs (given by the on/off status u of each unit). In real-time operation
additional costs arise from the balancing actions y,, (reserve deployment ,
wind power spillage and load shedding).The proposed model considers the
technical limits of the conventional and wind power units both in day-ahead
scheduling (constraints (1.19),(1.21)) and real-time operation (constraints
(1.23), (1.24)). In addition, transmission capacity constraints are included
through (1.20) and (1.25). Equations (1.18) and (1.22) enforce the power
balance at every grid node at day-ahead and real-time stage respectively.

1.3 Potential and Limitations

The wind power forecasting methodologies presented in this section are con-
sidered state-of-the-art approaches for producing high quality wind power
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forecasts. The methodological framework outlined here, allows to produce
different types of forecasts, i.e., point predictions, probabilistic forecasts and
spatio-temporal scenarios, which can be used as inputs in a variety of power
system and electricity market studies, depending on the preferred optimiza-
tion techniques, e.g., deterministic or stochastic optimization.

These forecasting techniques can be applied into operational problems given
the availability of reliable wind speed forecasts and complete information
about the technical characteristics of the wind farms deployed in the sys-
tem. Additional computational complexity regarding both the generation
of spatio-temporal scenarios and the solution of the stochastic unit commit-
ment model may arise if the number of wind farm locations and forecast
lead-times becomes quite large.
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Introduction to operational flexibility

This part focuses on the characterization of two important system prop-
erties, namely flexibility and uncertainty, using a unified framework that
enables their comparison. For the scope of the following chapter we define
the following terms:

Definition 1 Operational flexibility is the capability of the power system
to follow a schedule that continuously attains active power balance and to
contain infeed deviations from this schedule in order to maintain a secure
operating state.

On the previous definition, the term schedule refers to the result of an op-
erational planning process, e.g., a market-clearing, that takes into consid-
eration the availability of generation/demand resources and their economic
constraints. Infeed deviations refer to unscheduled changes in the net nodal
power injections within a timeframe from hours up to the order of several
seconds, e..g, due to wind power forecast errors.

In this context the notion of security relates to the definition provided in [11]:
Security of a power system refers to the degree of risk in its ability to survive
imminent disturbances (contingencies) without interruption of customer ser-
vice. It relates to robustness of the system to imminent disturbances and,
hence, depends on the system operating condition as well as the contingent
probability of disturbances.

As operational flexibility may differ depending on the grid location and the
current network utilization, we introduce the term locational flexibility as:

Definition 2 Locational flexibility is the operational flexibility available at
a given bus in the grid.

In other words, it describes the size of a disturbance at a specific node that
could be contained by suitable and available remedial actions. These actions
comprise re-dispatching measures such as deployment of reserves, demand
side participation as well as changes in network topology and power flow
set-points.

The first section describes a method to assess the locational flexibility avail-
able in every grid location, based on the projection of the flexibility set on
the axes of the local disturbance. The second section outlines a method
that allows to express uncertainty in the same metrics as flexibility and can
be interpreted as the uncertainty budget of the power system over multiple
time-steps.



Chapter 2

Characterization of
Locational Flexibility

2.1 Motivation

For a TSO the characterization of flexibility, i.e. a measure to describe dis-
turbances that can be balanced, is essential. Based on a metric, TSO might
identify critical grid situations, such as high ramping requirements during
certain periods of day (e.g. a phenomenon the Californian TSO describes
as duck curve is caused by the large deployment of PV installations which
reduce power output while the evening peak builds up). Different metrics
have been described but, to the best of our knowledge, none includes trans-
mission constraints which results in locally different flexibility availability,
i.e. locational flexibility. In this section we present how a particular flexi-
bility metric can be extend to incorporate grid constraints. The resulting so
called flexibility set will be used in chapter 5 in a procurement mechanism.

2.2 Main idea and method

The flexibility metric used in the following method is based on [12] and com-
prises a trinity consisting of ramping rate (]‘n{ E{), power capacity (MW) and
energy (MWh). For system-wide aggregations of unit’s individual flexibil-
ity, this metric has been extensively studied, e.g. [13], [14], [12].

The determination of locational flexibility is based on the fact that in order
to cover a disturbance at some location in the grid, the locally accessible
flexibility needs to be at least as large as the disturbance. It follows four
steps:

1. Determining each unit’s individual flexibility based on the given system
state, i.e. dispatch.

15



CHAPTER 2. CHARACTERIZATION OF LOCATIONAL FLEXIBILITY16

2. Attach (unconstrained) virtual disturbances to the nodes where un-
certainty of interest.

3. Impose system-wide coupling constraints, such as active power balance
and transmission constraints. The virtual disturbances are considered
in the coupling constraints.

4. Formulate the flexibility set by stacking all the constraints to a linear
matrix inequality. The flexibility set takes the form as in Eq. (2.1).
All § for which this equation holds, the system is able balance the dis-
turbance. The flexibility set comprises constraints for the generation
units, ramping limitations and for storage units also capacity limits.

F ={(6, fs) € R"T"|Cf, 4+ Cy6 < b} (2.1)

5. For explicit determination of feasible combinations of uncertainty, project
the flexibility set on the dimensions of the uncertainty. The projection
method will be discussed in more detail in section 8.2. Mathematically,
the projection can be written as:

Fy= {6 € R™|3f,, (5, f,) € F} = {5 € R™|G6 < g} (2.2)

The resulting linear matrix inequality bounds the locational flexibility
in terms of feasible §.

In detailed description of the individual steps are given in [15].

2.3 Illustration

In Fig. 2.1 an illustration of locational flexibility is given. The details
on the setup are found in [15]. The flexibility shown is in terms of possible
power deviations of three consecutive timesteps. As can be seen, the bounds
are depending on the available transmission capacity: while for a grid with
large transmission capacity (copperplate) the uncertainty in red can easily
be covered, in the case of limited transmission capacity, some realizations of
the uncertainty would not be feasible for the given system state.
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Figure 2.1: Available flexibility at a given bus and comparison with possible
local uncertainty for different levels of available transmission capacity.



Chapter 3

Characterization of
Uncertainty

3.1 Motivation

The operation of the power system is inherently related with stochastic-
ity both in production and consumption due to partly predictable energy
sources and load. Owing to the high shares of fluctuating renewable energy
sources (RES), e.g., wind power, system operation is subject to increased
variability, i.e., random fluctuations of the production driven by the ambi-
ent conditions, as well as uncertainty, i.e., partial predictability of the actual
power output [16]. In turn this uncertainty translates into flexibility needs
for the power system which should be taken into account during the stage of
reserve procurement. Here we focus on the uncertainty arising from the fluc-
tuating in-feed of RES, but other sources of uncertainty, e.g., load deviations
or equipment failures (N-1 security criterion), can be similarly represented.

3.2 Main idea and method

Aiming to express the flexibility needs in a common framework as the loca-
tional flexibility, using the [R, P, E]| metric, we construct a polytope of the
form S¢ < h bounding the disturbances d based on uncertainty description
in form of scenarios. If these scenarios respect the spatio-temporal depen-
dence structure of the prediction errors, e.g., for a number of wind farms
in several locations and multiple forecast lead times, the resulting polytope
would preserve this information. The complete methodological framework
for the generation of spatio-temporal scenarios is provided in [9].

Following an approach similar to [17], the uncertainty set is constructed
using a scenario set J. The flexibility metrics for each time interval [t, ¢+ 1]

18
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are calculated as

Rt7j — (Pt"rl’] _ Pt7j>/ts
Ptvj — Pt+17j _ Pt (3 1)
BB = [(PHY — Ply 4 (PY - Pt)} te/2

and a cloud of N points is obtained in a space with coordinates R, P and
E. The uncertainty set W is defined as the convex hull (Fig. 3.1) of these
points constructed using the Quickhull Algorithm [18].

Since the dispatch of the wind turbine influences the possible deviations, it
should be noted that the uncertainty set is constructed based on the expected
system state, i.e., P is equal to the conditional mean forecast.

3.3 Illustration

Figures 3.1 - 3.2 depict an example of convex hulls obtained using the pro-
posed method for different time intervals of the spatio-temporal scenarios of
Fig. 3.1 which represent the uncertainty sets of the stochastic wind power
production. In general, higher forecast lead time is expected to increase the
volume of the respective uncertainty sets due to the higher uncertainty of
the forecasts as shown also by the dispersion of points in the 3 - D space
and the wider range of scenarios. However, in time intervals where certain
events can be accurately predicted, e.g., between hours 24 and 25 when
steep ramping down is expected, the proposed methodology adjusts prop-
erly the corresponding dimensions of the convex hull accounting for the low
uncertainty.

10

jeJ 7{5 55<h} 0t

0.8

0.4

Power (p.u.)
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0.0

1 6 12 18 24 30 36 42

Lead-time (h)

Figure 3.1: From spatio-temporal scenarios to uncertainty set (convex hull)
for a period with predicted steep ramping-down event. For illustration, only
one time interval (hours 24-25) is displayed.
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Figure 3.2: Uncertainty sets (convex hull) for time interval 12-13 (low fore-
cast uncertainty) and time interval 36-37 (high forecast uncertainty).

3.4 Potential and limitations

The main advantage of the proposed framework for uncertainty character-
ization is that allows to capture the spatio-temporal correlations between
multiple locations and look-ahead time-steps. This information is of major
importance in most of power system operational problems, since aggregated
renewables production as well as the system imbalances in real-time are
significantly affected by the spatial and temporal characteristics of the en-
vironment conditions, e.g., wind and the corresponding prediction errors.

Two main limitations regarding the applicability of this methodology in
operational problems can be identified:

1. Availability of high quality forecasts in form of spatio-temporal sce-
narios. These type of predictions have to be centrally obtained, e.g.
by the TSO, and they require a large amount of input information and
may involve high computational complexity.

2. The number vertices of the convex hull may increase significantly if a
larger amount of wind power locations and time steps is considered.
However, this problem can be tackled by applying scenario reduction
techniques on the initial scenario set J [19].
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Procurement of Reserves
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Introduction to reserve procurement

This part of the report considers the problem of reserve procurement in
the presence of uncertainty arising from the variability and the partial pre-
dictability of renewables.

The first section employs the formulation of probabilistic power flow taking
into account both the forecast errors and the properties of different reserve
types, i.e., manual and automatic, as well as the controllability of HVDC
interconnections in order to procure the sufficient manual reserves in ap-
propriate grid locations. The second section presents the formulation of an
adaptive robust optimization problem that combines the concepts of loca-
tional flexibility and the uncertainty characterization described in chapter
IT in order to minimize the total balancing cost, i.e. reserve procurement
and activation cost, under the worst-case realization of uncertainty. Finally,
the third section studies the effect of transmission capacity allocation for
exchange of reserves between neighbouring power system under different
market structures that either implicitly optimize this parameter or require
to explicitly set it ex-ante.



Chapter 4

Procurement using
Probabilistic Power Flow

4.1 Motivation

Traditionally, the N-1 security criterion ensures that the failure of a single
component, e.g. a generator outage or a line tripping, doesn’t compromise
system stability. With increasing shares of intermittent renewable energy
sources, the forecast errors adequate consideration. On the one hand, power
flows are increasingly uncertain and on the other hand, the often remote
location of the renewable energy sources increase the stress on the trans-
mission grid as it was originally built for centralized generation. In this
section we explore a formulation of probabilistic power flow that not only
incorporates the uncertainties arising from forecast errors but also the influ-
ence of manual and automatic control reserves reacting on the uncertainties
as well as the properties of new transmission technologies such as HVDC
interconnections. The power flow can be used in a procurement algorithm
for manual reserves that results in procurement of manual reserve amounts
and location such that the risk of congestions is reduced.

4.2 Main idea and method

The probabilistic power flow P,. is formulated as:

Poe =S | Py+Pa— P+ ByPac+Pr—d| > AP+ Pr;

ienbus

:S(Pg_Pl+Bchdc)+NPA+NPT

where:
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e S: PTDF: Sensitivity of flows w.r.t. power injections [20].
e P,, P;: Vector with scheduled power generation and demand.

e By.: Matrix, mapping the power flows on the HVDC lines Py, to the
corresponding buses in the AC grid.

e PAn: Random variable representing uncertainty, e.g. forecast uncer-
tainty, at buses.

e Pr, d: Manually activated reserves and vector which distributes the
active power deviation without the deployed manual reserves to auto-
matic control reserve providers.

Formulation (4.1) is also applicable for power systems with multiple control
areas. The exact power flow is unknown until the realization of the random
variable Pa reveals. The uncertain injections result in power flow uncertain-
ties which differ depending on the location. In order to quantify the worst
case deviation that can happen on every line, we take the quantile function:

1+
P = Fgh < : O‘) (4.2)

« represents the confidence level and Fg},ﬂcl is the inverse cumulative dis-
tribution function of the distribution of the power flows on line [. In Fig.
4.1 two extreme cases are shown, where the scheduled power flow is already
close to the limit and an overload or N-1 violation would occur in the case
of unfavorable uncertainty realizations.

[ \ .
N

~—]

dpvr
Figure 4.1: Needed upwards and downwards flexibility for a specific trans-
mission line.

This information can be incorporated in various processes, e.g. a combined
dispatch and procurement process for manual reserves that considers trans-
mission constraints. One could procure the reserves in different ways, for
example:

e Procure reserves and dispatch the generation units so that the sched-
uled power flows and the worst-case deviations on the power flows are
less than the line ratings - also in case of a single outage. This might
result in a conservative operation in case of larger uncertainty.
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e A second option would be to make use of the location of manual re-
serves as well as the option of redispatching the flows on HVDC trans-
mission lines when a contingency occurs.

In [21] we demonstrate how the procurement of manual reserves can be done
for the second option. The constraint for the inclusion of the flexibility needs
in a procurement process happens via power flow constraints of the following
form:

— Pye — dP™"™ < S (Py — P, + By.Pj,) + NP} < Ppe —dP"? (4.3
(4.4)

where i stands for the scenario considered, e.g. an outage of a generator or
a line tripping. In essence, the procurement would make sure to have suffi-
cient capacity of manual reserves in the right locations, but still considering
economical aspects. The result would also provide a redispatch policy for
the HVDC lines in the case of outages. The detailed formulations are found
in [21].

4.3 Illustration

For a simple test case with two wind cases (a lot of intermittent energy
sources (high wind case), few intermittent energy sources (low wind case))
the percentage of scenarios resulting in congestions are listed in Tab. 4.1.
Two different forecast lead times (3h, 24h) are tested. It can be seen, that
reducing the forecast lead time as well as considering the fluctuations results
in substantially less congestions. Especially in the high wind case.

Table 4.1: Congestions (%) for 3h and 24h forecast, with/-out risk aversion.

Wind Case low low high high
Risk Aversion - a=.95 - a=.95
3h | 0.08 | 0.06 | 95 | 46

24h | 15 | 028 | 134 | 34

4.4 Potential and Limitations

The method shows that the placement of flexible units, i.e. reserve providers,
as well as flexible transmission devices, such as HVDC, facilitate the integra-
tion of intermittent renewable energy sources. The method should be further
developed in terms of the modeling of uncertainty, especially correlations, to-
wards an approach considering locationality, automatic and manual reserves
and policies on how to operate them.



Chapter 5

Procurement of Locational
Flexibility

5.1 Motivation

Considering that the operation of power systems with large scale penetration
of renewable energy sources (RES) are significantly effected by the variability
of RES production and the forecast uncertainty, TSOs have to incorporate
explicit flexibility metrics in their decision-making process and account for
the stochastic behavior of the system parameters. Based on the definitions
and the mathematical descriptions of locational flexibility and uncertainty
sets, an adaptive robust optimization model is formulated to enable their
interaction in an operational framework aiming to guarantee the least-cost
reserve procurement and activation for the worst-case realization of uncer-
tainty. This advanced reserve procurement method allow the TSO to sched-
ule its balancing operation considering the whole trinity of flexibility and
uncertainty characteristics, i.e., ramping, power and energy.

5.2 Main idea and basic equations

The reserve procurement problem is formulated as:

: T
Iuin CprocAb + L(Ab) (5.1)
st AP < AD < AP (5.2)
where
L(AD) =max rr}in Cgpfs (5.3)
St. Csfs +Cq0 <bg+ Ab: (5.4)
s.t. 0 € W.
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This is an adaptive robust optimization problem where the objective func-
tion (5.1) to be minimized is the sum of the reserve procurement cost with
the cost of the balancing operation under the worst-case realization of the
uncertainty £(Ab;). The first-stage decisions Ab;, represent the reserve pro-
curement and constraints (5.2) enforce the bounds of the available reserves.
The second-stage variables (recourse actions) account for the balancing dis-
patch fs, as a response to the realization of the uncertainty . The max—min
programming problem (5.3)-(5.5) finds the minimum balancing cost for the
worst-case realization of the uncertainty. Constraint (5.4) ensures the feasi-
bility of the balancing dispatch for every § € W given in (5.5). Constraint
(5.4) incorporates the flexibility set as in Eq. (2.1).

Considering that the above optimization problem cannot be solved directly
given its min —max —min structure, we reformulate the max —min problem
using the dual of the right-hand side problem written as:

max (Cyd — Ab—bo)
I
st. —pu''Cs < C (5.6)
p=0.

Hence, we obtain the following min — max optimization problem, where
we have merged the two maximization problems into a single maximization
problem with decision variables § and u.

min CT . Abt+max (Cy0)Tpu — (Ab+bo)” 1

proc

O,

st —pl'Cy < CL
w>0 (5.7)
oew

s.t. Ab™ < A < APMEX,

It should be noted that the objective function (5.7) includes a cross-product
of the variables ¢ and p and thus the resulting optimization problem is bilin-
ear. If the uncertainty set W is a polyhedral set, then the optimal solution
will be one the vertices of this set. In addition, since the first-stage variables
Ab; do not appear in the constraints of the bilinear problem, the feasible
polyhedron has a finite number of vertices v = A, ..., H (in other words the
feasible polyhedron in independent of the 1st stage decisions).

Finally, the our model can be further reformulated introducing the auxiliary
variable C” representing the worst-case resource cost L(AD;), equal to the
optimal objective function of the maz — min problem (5.3)-(5.5).
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min = Cp oAb+ Cly

proc
wce T _
st O > CL fou, Vo=A, .. H
Csfs,u+Cd5y §b0+Ab, VV:A,...,H
AP < Ap < AP

5.3 Illustration

To illustrate the applicability of the proposed method in system planning
and scheduling operations, we consider two possibilities to add flexibility to
the system operation, namely: i. curtailment of intermittent energy sources
and 4i. units with storage capacities (e.g. pumped hydro storage) and we
vary the amount of wind energy that can be curtailed (in percent of actual
production) as well as the storage capacity available [15].

In Fig. 5.1 the capacity costs for the procured reserves as a function of the
share that can be curtailed and the size of the storage at bus 1 are shown.
The storage is charged to 50% of the capacity. The reserves are procured
according to (5.8) for a given uncertainty set and the costs are calculated
as CIZLOCAb. It can be observed that the cost decrease in the given system
for increasing storage sizes as well as the possibility to curtail intermittent
infeeds. The least costs are achieved by a suitable combination of both

remedies.

Procurement costs (m.u.)

0.4
Curtailment 1 Storage size (p.u.)

Figure 5.1: Capacity reservation costs as a function of curtailment and stor-
age size.
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5.4 Potential and Limitations

The method for procurement of locational flexibility, in terms of control re-
serves, guarantees the ability of the power system to contain the worst-case
realization of uncertainty with the lowest possible cost. This method can be
readily applied by TSOs given the availability of uncertainty information in
form of a polyhedral set. Nonetheless, it should be noted that the solution of
model (5.8) requires the enumeration of all the vertices v of the uncertainty
set W, which may result in intractable problems if the number of vertices
becomes very large. However, the structure of this problem allows to employ
more efficient solution schemes, e.g., based on Benders Decomposition [22].
In this case, the optimal solution of the procurement problem can be ob-
tained iteratively, adding a Benders cut for each vertex of the uncertainty
set until the convergence criterion is met.



Chapter 6

Transmission Capacity
Allocation for Cross-border
Exchange of Reserves

6.1 Motivation

The European power system is undergoing significant restructuring both in
terms of generation capabilities and market architecture. Given the cur-
rent European market setup, where reserve capacity, forward and balancing
market-clearings are performed sequentially, the ex-ante allocation of trans-
mission capacity between these trading floors is necessary. However, this
procedure is subject to uncertainty due to the significant time interval be-
tween day-ahead scheduling and actual operation. The two main approaches
to cope with this uncertainty are stochastic programming and deterministic
models. Despite the theoretical advances of the former, current operational
practices are based on deterministic and usually static reserve requirements.
For instance, in the new HVDC interconnection between Denmark and Nor-
way (Skagerrak 4), 15% of its capacity will be permanently reserved for
exchange of ancillary services [23].

6.2 Main idea and method

Three alternative market-clearing models are employed to settle the reserve
capacity, day-ahead and balancing markets, described as:

1. Stochastic energy and reserve co-optimization
2. Deterministic market-clearing
(a) Energy and reserve capacity co-optimization

(b) Sequential clearing of reserve capacity and energy markets
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All the market setups considered in the present work are based on the fol-
lowing assumptions:

1. only wind power uncertainty is considered assuming that load and
availability of conventional generators are perfectly known,

2. demand is completely inelastic and

3. the market settles on an hourly basis and each trading period is inde-
pendent since no inter-temporal constraints, e.g., ramping limits, are
considered.

The stochastic energy and reserve co-optimization market model determines
the the optimal amount of reserves and the day-ahead dispatch taking into
account the anticipated real-time operation of the power system, through
a finite set of scenarios that captures the spatial dependence structure of
the forecast errors. This formulation performs an intrinsic trade-off between
the value of the available resources in the day-ahead (energy and reserve
capacity) and the balancing (reserve deployment) stages, while it enables an
implicit allocation of the transmission capacity among energy and reserve
services.

In order to avoid the computational burden of the stochastic market-clearing
approach, market operators employ deterministic models which have to pro-
cure reserve capacity based on explicit reserve requirements in order to deal
with unforeseen events during real-time operation. The deterministic en-
ergy and reserve capacity co-optimization models allows for simultaneous
procurement of energy and reserves while the sequential clearing of these
trading floors decouples completely these two services through an indepen-
dent settlement of the energy and reserve capacity markets. Both market
organizations include a real-time balancing mechanism to compensate any
deviations from the day-ahead schedule.

The first market setup finds the optimal day-ahead dispatch and yields an
implicit optimal transmission capacity allocation between energy and re-
serves, based on a single-valued forecast (conditional expectation) of wind
power production, taking into account the explicit system-wide reserve re-
quirements. On the other hand, the second market architecture requires
the explicit allocation of transmission capacity for reserve exchange as well
as the definition of reserve requirements for each area of the power system.
Any corrective actions during real-time operation are compensated through
a balancing market considering that a single pool of control resources is ac-
cessible from all areas.
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The market-clearing models discussed above are described in detail (com-
plete mathematical formulation of the optimization models) in [24]. In ad-
dition, [24] outlines a methodology for the determination of reserve require-
ments and the modeling of wind power uncertainty in the context of this
study.

6.3 Illustration

The performance of the market-clearing algorithms described above is eval-
uated on a two-area power system. Analytic results and further details on
the case study data presented in [24]).

As an illustrative example studying the effect of the explicit transmission
allocation X on the expected system cost, we consider a reserve market
where OCGT, IGCC and CCGT units provide 50%, 40% and 40% of their
capacity for reserve provision at a price equal to 15%, 30% and 30% of their
day-ahead offer, respectively. For a constant wind penetration level of 24%,
we perform a ’grid-search’ on the HVDC tie-line capacity and the parameter
X, to obtain the corresponding expected system cost displayed in figure ?7.
The shape of this surface allows to identify three main directions aiming to
analyse the effect of these parameters on the overall market efficiency. Note
that the dotted line £ represents the locus of the least-cost points for different
HVDC capacities. Moving along direction A on the left-hand side of £, the
expected cost reduces as the tie-line capacity increases since a larger pool of
common resources is accessible from both areas. A similar trend applies for
larger values of X (direction B), where the reserve capacity market does not
alter significantly the optimal day-ahead settlement by imposing additional
constraints. For example, in a segmented market of reserve resources (low
X), expensive units may be assigned to provide downward reserve, enforcing
a corresponding lower bound on the energy dispatch, out of the merit order.
Large values of X on high HVDC capacity (direction C), allow the reserve
market to pick more economical resources based solely on their capacity
payment. However, this translates into increased expected balancing cost
if mainly excess production situations occur during actual operation, i.e.,
generators with low marginal (and reserve capacity) cost are willing to buy
back their production in lower price.

6.4 Potential and Limitations

The mathematical framework described in this work allows to study and
evaluate the efficiency of different market-clearing models on the settlement
of reserve capacity, day-ahead and real-time (balancing) markets. Setting
as benchmark the stochastic energy and reserves co-optimization, one can



CHAPTER 6. CROSS-BORDER TRANSMISSION CAPACITY ALLOCATION33

9.63

9.625

©
o
N

9.615

Total Cost ($)

60

X (%)

Figure 6.1: Impact of HVDC capacity and transmission allocation X on the
expected cost of sequential market-clearing.

analyse the efficiency of different deterministic market designs to accommo-
date large shares of wind power and assess the gain arising moving towards
tighter coordination between different trading floors. Despite that the rel-
ative difference in market efficiencies may be highly sensitive to the system
properties and the market dynamics, there generally exists an optimal al-
location to be made, which however may dynamically vary depending on
generation, load and system uncertainties.

Future work may focus on the reformulation of the deterministic energy and
reserve co-optimization algorithm by defining per area reserve requirements
in order to reveal the optimal transmission capacity allocation of this model.
This could serve as an insight towards an explicit rule that determines the
optimal percentage of the tie-line capacity to be designated to reserve ex-
change in the sequential design. Further extensions could investigate the
issues related to HVDC and AC network coordination as well as integrate
the aspect of cross-border reserve provision in the HVDC expansion plan-
ning.



Part 1V

Activation and Coordination
of Reserves
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Introduction to reserve activation and coordination

In this part, we explore alternative operational strategies during the balanc-
ing stage as well as the necessary information exchange between neighbour-
ing TSOs in order to enable coordination of their decisions during real-time
operation.

The first section of this chapter, describes a framework to define the main
components of predictive operational strategies and evaluate the most crucial
properties in a systematic way based on several criteria. The second section
proposes a method to communicate available flexibility expressed in terms
of possible tie-line flow changes. This method allows the TSOs to share only
the necessary information with the neighbouring systems, without disclosing
the full details of their internal network state.



Chapter 7

Predictive Dispatch of
Control Reserves

7.1 Motivation

The current European market design is based on the sequential clearing
of the day-ahead, intra-day and balancing markets and it is suitable for
electricity generation based on conventional power plants, where operation
schedules need to be coordinated and planned ahead and reserve needs are
driven by the outages of generation units or transmission lines. In this
conventional operation paradigm system balancing is mainly reactive, and
reserve needs are static.

In power systems with high shares of intermittent RES, generation becomes
strongly fluctuating and only partly predictable, so that conditions for the
conventional operation paradigm are no longer satisfied. In order to improve
economy and availability of balancing resources, the activation of control re-
serves can be altered from reactive and restorative to predictive dispatch
using forecasts with smaller prediction errors. This work considers pre-
dictive dispatch strategies for intra-hour balancing investigating alternate
optimality criteria and product constraints.

7.2 Main idea and method

The predictive dispatch of regulating power can be based either on determin-
istic or on stochastic forecasts of the power imbalances during the real-time
operation.

36



CHAPTER 7. PREDICTIVE DISPATCH OF CONTROL RESERVES 37

Deterministic Dispatch

The deterministic dispatch model finds the optimal schedule P** of manual
reserves that minimizes the objective function J™ (PM) as:

- M pM
min JY(P™M) (7.1)
subject to
M (PM pimby = (7.2)
gM(PM, Py <0 (7.3)

where PP is the vector of expected system imbalances. The equality con-
straints (7.2) include the system balance constraints and the decomposition
of the energy supply curve into blocks. Constraint (7.3) specifies the op-
erational limits of the power system as well as the dispatch limits of the
regulating power bids. Given the vector P of the actual imbalances, the
automatic reserve dispatch P4 is the vector that satisfies the real-time power
balance and operational constraints:

hA(PA, pmb pMry = (7.4)

Constraint (7.4) requires that the remaining imbalance P — PM>* will be
covered by the automatic response, while constraint (7.5) ensures that this
response respects the operational and reserve limits.

Stochastic Dispatch

The accurate representation of the uncertainty requires the consideration of
the interdependence structure of the prediction errors. In the operational
strategies, this stochasticity is represented using a set .S of scenarios span-
ning the full range of plausible realizations of the stochastic imbalance PZT,?.
Each scenario s € S is characterized by a vector of imbalances P, which

respects the temporal interdependence structure of the prediction errors.

Operational strategies are modeled as a two-stage stochastic programming
problem, where the first stage (st1) decisions represent the activation of
manual control reserves and the second stage (st2) represents the activation
of automatic reserves at every given scenario. The stochastic dispatch model
is described by the following optimization problem:

- M,stl  pM M,st2/ pA
S, JUEE(PT) + E[J7 (P (7.6)
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subject to

he(PM PA Pimby = Vs (7.7
gs(PM PA PIMby <0 Vs (7.8)

where Eg[] is the expectation operator over the scenario set S. Constraints
(7.7) and (7.8) are equivalent to (7.2) and (7.3) for every scenario s € S.

Definition of Operational Strategies

The definition of operational strategies is essential because they provide
the necessary link between the available balancing power products and the
decision-making policy of the TSO, as illustrated in Fig. 7.1. The main
components of an operational strategy are:

1. The TSO Policy.

(a) The objective function JM.
(b) The grid constraints h° and ¢©.
(c) The operation timing 7°.

2. The reserve product definition

(a) Market timing T°7.

(b) Product constraints h’ and g*.

7.3 Illustration

The method is exemplarily applied to a case study in order to illustrate the
formulation of different operational strategies and assess their performance
based on several criteria, such as: 4. total operating cost, ii. energy utiliza-
tion and #i7. maximum power capacity of manual and automatic reserves.
The complete description of the test case power system, wind power uncer-
tainty characterization and the underlying assumptions are described in [25].

Figure 7.2 provides an illustration of the actual dispatch of automatic and
manual reserves for an operational strategy with minimum up time 7,0 =
60min and lead-time T% = 15min which aims to minimize the expected
balancing cost. The reserve activation of different operational strategies
follows a similar pattern, which is mainly dictated by the sign and the mag-
nitude of the forecast imbalance. However, the exact amount of each reserve
type activated in every period changes depending on the applied operational

strategy.
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Figure 7.1: Illustration of operational strategies concept for control reserves
activation.
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Figure 7.2: Dispatch of manual and automatic reserves for operational strat-
egy with parameters T2 = 60 min, 7" = 15 min, Objective: cost mini-
mization

7.4 Potential and limitations

This work provides a framework for the definition and formulation of opera-
tional strategies for reserve activation focusing on the predictive dispatch of
regulating power needed to cope with wind uncertainty. Alternative opera-
tional strategies in terms of product specification, timing and availability of
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balancing resources are formulated and evaluated using performance crite-
ria. The results of the case study have shown that variations in performance
indices can be significant and these trade-offs should be considered during
the decision-making process. The most significant impact on the perfor-
mance metrics arises from variations in the balancing products definition,
which highlights also the importance of power system flexibility.

The proposed dispatch strategies are based on a stochastic programming
formulation which requires the accurate representation of uncertainty in
form of scenarios that capture the temporal dependence structure of the
forecast errors. In case the TSO wants to include also any network repre-
sentation, e.g., transmission capacity constraints, into its decision-making
process, these scenarios should also be able to capture the spatial correla-
tion between multiple wind locations. The current framework can be further
upgraded including energy and ramping constraints, as these limits become
highly significant in power systems with high shares of variable renewable
energy sources.



Chapter 8

Inter-TSO coordination of
Flexibility

8.1 Motivation

With increasing planning and forecast uncertainty, limited transmission ca-
pacity availability as well as reduced availability of conventional controllable
generation units for balancing, methods are needed to improve the coordi-
nation of flexibility between different TSOs.

8.2 Main idea and method

For an efficient coordination, we determine bounds on the possible tie-line
flow changes as a way of communicating the available flexibility. These
bounds, based on a current system state, can be exchanged with neighbor-
ing TSOs and would be integrated in their operation procedures, e.g. in
re-dispatch or balancing operation. These bounds, given by linear matrix
inequalities, can incorporate manual reserves and transmission constraints,
but they are constructed such that possibly sensitive information is not re-
constructable.

In Fig. 8.1 the abstraction of a power system that consists of two indepen-
dently operated areas is shown. This power system is further modeled as
system with multiple inputs and multiple outputs (MIMO system) as in Fig.
8.2.

For a single area, the operational constraints, including power balance, trans-
mission limits, available reserves, ramping constraints and N-1 security con-
straints, are written in form of Eq. (8.1). For a given system dispatch, the
internal deviations p;, i.e. the activation of manual reserves, are related to
changes of the tie-line flows p.. If no flexibility is available to share with
neighboring TSOs, p; is set to zero. In this case, the equation becomes
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Constraints

External

Influence on
B A Sources = A > External Sources
Internal
Sources

Figure 8.1: Two area system. Figure 8.2: MIMO System.

comparable to an ATC (available transmission capacity) value.

F = {(pi,pe) € R™ x R™|Cip; + Cope < b} (8.1)

In order to reduce the data in F', to protect confidential data as well as to
get an explicit bound on the tie-line changes for the neighboring TSO (i.e.
the local TSO wants to decide with resources he offers to his neighbor), we
use a projection of the polytope F' on the relevant dimensions, in our case
the tie-line flow deviations. This concept is illustrated in Fig. 8.3 for a single
generator that provides reserves and two tie-lines.

Generator 1

Tie Line 2 Tie Line 1

Figure 8.3: The projection represents the feasible set for the external sources.
Mathematically, this can be written as Eq. (8.2):
Fe = {pe € R"™| 3 p;, (pi,pe) € F'} = {pe € R™| Gpe < g} (8:2)

The resulting polytope F,, which every TSO generates for his area, are ex-
changed bilaterally between TSOs on a regular basis. The information about
available flexibility from neighboring systems can directly be integrated, e.g.
in a re-dispatch optimization. The method is described in detail [26]. Ex-
tensions to express the redispatching costs were presented in [27] and an
application in multi-terminal HVDC grids is sketched in [28].
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8.3 Illustration
The method is exemplarily applied to the IEEE RTS-96 system consisting of

2 zones that are interconnected with three tie-lines. In Fig. 8.4 the allowed
deviations away from the scheduled power flows on the tie-lines are shown.
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e, 113215
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Figure 8.4: Feasible tie-line flow deviations in IEEE RTS-96 2 zones test
system.

8.4 Potential and limitations

The case studies show the potential of the framework. Main observations
indicate that the tie-line utilization can be improved compared to the bal-
ancing operation with prevalent ATC calculation methods. This allows to
balance larger deviations e.g. due to forecast errors of renewable energy
sources. Further, it provides TSOs a tool to determine and assess possible
re-dispatch or balancing operations respecting transmission constraints in
the local and neighboring areas. The framework is easily extendable: the
method can be applied to more than two areas using an iterative algorithm,
the lower bound for redispatching costs a neighboring TSO would face can
be approximated using a cutting-plane method and finally, future research
could identify market products to trade this exportable flexibility.

The major limitation are the computational complexity for the projection
and the need for substantial amount of data. The reduction of the compu-
tational complexity should be the focus of future research.



Part V

Grid Expansion considering
Operational Flexibility
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Introduction to grid expansion considering opera-
tional flexibility

In this part, we illustrate for a few selected examples how the operational
flexibility of a power system can be extended using new technologies or
how flexibility can be considered in existing tools for expansion planning.
The first two sections are dedicated to dynamic line ratings, i.e. methods
that allow to increase the transmission capacity under suitable meteorolog-
ical conditions. The next section discusses how flexibility can explicitly be
considered in grid expansion algorithms. Finally, we discuss two modeling
approaches for technologies that allow a more flexible operation system in a
COz-neutral way.



Chapter 9

Control-based Grid
Expansion using Dynamic
Line Ratings

9.1 Motivation

The thermal limits of transmission lines are selected based on conservative
assumptions on prevalent meteorological conditions, such as high ambient
temperatures and low wind speeds. However, during most periods the me-
teorological conditions allow for more current being transmitted without
overheating the lines. Further, the conductors have a certain thermal iner-
tia and thus the lines could also be overloaded for a limited time amount. In
the context of this report, we consider Dynamic Line Rating (DLR) as the
possibility of the system operator to adapt the line ratings for a steady-state
operation based on current meteorological conditions or their forecasts. Fur-
ther information about the potential, modeling and further literature can be
found in [29], [30].

9.2 Main idea and method

In the scope of the project, two ways to enable DLR were developed. Each
method is briefly introduced in the next paragraphs.

9.2.1 N-1 security assessment incorporating dynamic line rat-
ings

The first method combines a dispatch optimization which incorporates the

well-known N-1 security criterion together with DLR. As the dispatch plan-

ning is done with a reasonable time delay to the realtime operation, e.g.
day-ahead, the meteorological conditions are given only as a forecast with
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empirical distributions of their forecast errors and thus the ampacity of the
conductors are given as a random variable depending on the weather fore-
casts. In a standard security-constrained economic dispatch or unit commit-
ment, the transmission limits are thus not given by a fixed value anymore
but rather the optimization needs to determine a unit commitment/dispatch
that satisfies the risk aversion of the operator. The main equation of the
dispatch can be written as:

min f (Pg) subject to g (Pg) =0 (9.1)
Pg

Problem (9.1) minimizes costs associated with the operation of generation
units Pg subject to constraints. The constraints contain for example limits
of the generators, account for deviations using spinning reserves and ensure
an active power balance. For the transmission limits a so-called chance con-
straint, i.e. a constraint that needs to be satisfied with a given probability,
is needed.

fori =0,..., Nout

P< 5 € RNsNm

|K'P'| < Phy g (6) > S1 e (9.2)

Pl (8) is a vector with all the line ratings which are a function of the
distributions of the weather conditions §. The constraint has to be satisfied
with probability 1 — € for all Ny, possible line outages and the normal op-
erating condition. The power flows are determined by linearized power flow
equations, i.e. K’ is a sensitivity matrix that maps net bus injections P to
corresponding line flows.

A scenario based methodology is applied to solve the above chance-constrained
problem. The scenarios are created using a copula approach which captures
the relations between forecasts and actual realization of different meteoro-
logical conditions. More details are found in [29].

9.2.2 Robust Corrective Control Measures in Power Systems
with Dynamic Line Rating

The second approach uses corrective control actions instead of a chance-
constraint as in the first approach. The corrective control actions are en-
abled in case of an imminent line overloading. Using robust optimization
approaches, sufficient capacity from flexible resources in suitable locations
of the grid are procured. This results in additional transmission capacity
that can be used but is still protected against overloads by suitable remedial
actions. The corresponding constraint in the robust optimization problem
takes the form:

1P+ f(A8)] <5V eW

AcR (0.3)
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where Py, is the scheduled power flows and f (A, ¢) is a function describing
corrective control actions that depend on the realization of the uncertain
ampacity § which can take values given by the uncertainty set W.

We present two procurement algorithms with different assumptions on the
recourse function f:

e f is an affine policy of the uncertainty, i.e. the realization of the
uncertain variable § linearly maps to changes of certain generation
outputs, similar to spinning reserves that are operated pro-rata. The
mapping matrix is a result of the procurement. This approach can be
operated in a decentralized manner.

e The second algorithm doesn’t assume any structure for f but tests all
the extreme scenarios of W. The output of f is then the result of an
optimization that is calculated once the realization of § has become
known. This approach needs centralized coordination.

More details are found in [30].

9.3 Illustration

9.3.1 Approach I (Chance-constrained Dispatch)

In Fig. 9.1 we exemplarily demonstrate the effect of different security levels
by varying € and for different weather forecast lead times ranging from 24h
(red) over 12h (orange) to 3h (green) on the feasible scaling factor, with
which we scale the total demand uniformly. In turquoise the scaling factor
for perfect forecast knowledge is shown. There are two observations: first, a
reduction in the forecast lead time increases the grid utilization and second,
increasing security levels decrease the utilization.

~ 18

161
14

ey bty

10% 5% 1% 10% 5% 1% 10% 5% 1%
€

Grid Utilization (p.u

Figure 9.1: Scaling factors for Demand for different forecast lead times and
different security levels.

9.3.2 Approach II (Corrective Control Measures)

The approach is illustrated in Fig. 9.2. In red the joint distribution function
of the line ratings of two transmission lines is shown. The cuts represent
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exemplarily selected line ratings. The green circle bounds the 95% quantile
of the distribution. It is observed that for the given selection of line rating 1
there exists a certain risk of line overloading. The methods procure sufficient
flexibility for cases where the line rating would effectively be lower than the
nominal line rating. Traditionally, the ratings would be chosen more con-
servatively and thus given up a large potential of transmission capacity.

I PDF of Line Ratings
RS - Selected Rating Line 2
. - Selected Rating Line 1

y-quantile

084"

064"

PDF

044

024"

0
600

400

300 700 DLR Line 2 (MW)
DLR Line | (MW)

Figure 9.2: Illustration of uncertainty in line ratings and selection of nominal
line rating.

9.4 Potential and limitations

The methods demonstrate two basic approaches on how to integrate DLR
in operation processes. However, there are still major issues and open ques-
tions, some of them are briefly listed next:

e Monitoring: Where to place monitoring equipment? How to integrate
the measurements in operation processes?

e Monitoring: How to identify the most critical segments along a trans-
mission line?

e Monitoring: Resilience against communication failure?
e How to integrate DLR in a market environment?

e Dynamic behaviour: How to properly account for the transient be-
haviour and line aging in temporary overloaded cases?
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e Identification of other constraining factors, such as transformer limi-
tations.



Chapter 10

HVDC Grid Expansion
considering Flexibility

10.1 Motivation

The increasing shares of fluctuating renewable energy sources, such as wind
or solar power, as well as the efforts toward a common European energy
market have a major influence on the power transmission. On one hand,
the power is transmitted over longer distances and on the other hand, the
power flow patterns are changing more frequently. With the more frequent
unscheduled changes in the power output and the reduced availability of
fully controllable units, such as hydro power units and gas turbines, reserve
operation schemes need to be reconsidered. Usually flexibility, i.e. the abil-
ity of the system to react on a deviation in power injection, is provided by
controllable fast-ramping units, such as storage hydro power plants or gas-
fired power plants. Due to limited transmission capacities the flexibility can
be dependent on the location in the grid. One of the predominant options to
improve the transmission capabilities, is the construction of an overlay grid
using multi-terminal HVDC interconnections. Different approaches for grid
expansion with HVDC have been proposed. We presented an optimization-
based methodology that finds optimal placements of the terminals of the
HVDC overlay grid. Compared to other algorithms the placement algo-
rithms optimizes not only economical aspects but also considers the flexi-
bility that is added due to the controllable HVDC grid and can be used for
balancing or ramping operation.

10.2 Main idea and method

The system’s operational flexibility can be increased if the terminals in a
multi-terminal are placed accordingly. HVDC lines inherently don’t have
generation capabilities, but the flexibility is added due to the controllability

o1
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of the power flows on the HVDC lines, which often span often long distances
and thus can efficiently transfer big amounts of energy, e.g. such that con-
gestions in the underlying AC-grid are reduced.

The method determines the available operational flexibility by considering
a wvirtual unit at every bus of the system and maximizing the additional
power that can be injected or consumed based on a given system state. The
flexibility is determined for every bus, for different system scenarios, e.g.
demand scenarios, and for different time periods (e.g. 5min, 15min, 1h, ...).
The reason to include the latter one is to account for ramping constraints
of generation units that might be imposed. As the flexibility needs might
be different at different locations in the grid, the flexibility at a certain bus
should only be considered in an optimization if the flexibility requirements
are not yet met, e.g. a bus where a wind farm is attached. The flexibility
requirements are defined based on different factors, such as the short-term
load forecast error, generation forecast errors, e.g. wind and solar or gener-
ation outages.

The optimization then places HVDC interconnections in an overlay grid
and finds a trade-off between the economical benefits of reduced operational
costs and reduced total lack of flexibility at different buses. The objective
function is given as:

minp- YT+ (1—-p)-0 pel0,1] (10.1)

T represents the cumulative, normalized lack of flexibility and © accounts for
the total, normalized operational costs of the system. p is a tuning parameter
for the system planner which reflects his preference towards reduced costs
or increased flexibility. The optimization problem is subject to different
constraints, such as:

e constraints related to HVDC, e.g. capacity limits, placement options
and enforcement of multi-terminal topology,

e constraints related to the underlying AC grid,
o different generation dispatch scenarios,

e operational constraints of generators providing reserves, e.g. ramping
or capacity limits,

e active power balance.

The model can incorporate different scenarios for demand, uncertainty re-
quirements, generator or transmission line availability etc. The detailed
method is found in [31].
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10.3 Illustration

For an example grid ( [31]), the placements are determined for different
values of p and different number of lines added. In Fig. 10.1 the operational
costs are shown. We can see, that for an increasing p the operational costs
increase, but also the available flexibility in the system (not shown here,
cf. [2]) increases. Adding more than one HVDC line results reduces the
operational costs even further. With one exception, the costs are smaller
compared to the system operation without additional HVDC lines. It should
be noted, that the investment costs are not considered in the optimization
but only operational costs and flexibility are traded-off against each other.

00 1 DC line 02 DC lines
03 DC linesBB4 DC lines
1.8 7'\105 | | | _
) No HVDC M
1.6 ] Nmm :
= M
= - _
=
~ 14| ~
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Figure 10.1: Operational costs for different values of p and different numbers
of HVDC lines.

10.4 Potential and limitations

The method contributes in the HVDC placement problem by considering the
flexibility as well. Future research should extend on different aspects. A few
examples are given: The investment costs are not considered, which depend
on the locations selected. These costs should be reflected properly as well as
the feasible connections given by geographical factors. The determination of
the flexibility could be improved, i.e. the disturbances in general occur not
in a single location but might be correlated over different buses, e.g. forecast
errors of wind power injections. Lastly, the computational complexity should
be addressed if the algorithm has to be run on large systems with many
different flexibility providers, different scenarios and numerous placement



CHAPTER 10. HVDC GRID EXPANSION 54

options. However, in placement problems the time is usually not critical.



Chapter 11

Conclusion

This report listed, described and exemplarily applied the tools and meth-
ods that have been developed within the scope of the BPES project. The
methods are grouped into five different categories:

wind forecasting: presenting a method to produce high-quality wind
power forecasts in form of scenarios that can be used in operational
tools such as stochastic unit commitment,

characterization of operational flexibility: a method to describe the op-
erational flexibility and its combination with a compatible description
of forecast uncertainty respecting their location in the grid,

procurement of reserves, where first a probabilistic power flow is pre-
sented that considers the influence of reserve operation, then a method
to procure reserves respecting locational flexibility needs is given and
finally, a third method looks into the allocation of cross-border capac-
ity to exchange reserves with neighboring control areas,

activation and coordination of reserves, where first a method for pre-
dictive dispatch of control reserves is presented and then a method to
manage the flexibility between different control areas is shown,

and the last category focuses on methods to increase the operational
flexibility by grid expansion. Two methods present a control-based
grid expansion, i.e. an increase of capacity of the lines by means
of control-based method, in our case the integration of dynamic line
rating, and the last method presents an expansion tool for HVDC grids,
that considers the change in flexibility of the transmission system.

Every method is briefly motivated, sketched, exemplarily applied and illus-
trated as well as their potential and limitations are discussed. The detailed
formulations given by referenced publications. In the report on work pack-
age 5 [2], the methods are applied to larger case studies demonstrating their
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effect and performance with respect to different challenges that system op-
erators are currently facing.
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