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1 Introduction

Offshore wind turbines are erected at increasing depthsadifidincreasing rotor size. Both

effects add to the wave loads on the substructure and in sases ¢he wave loads can be
dimensioning. At the same time, a reduction of the cost ofgné a necessity to realize

the planned expansion of offshore wind energy in the North iBean efficient manner. This

has been the motivation behind the Wave Loads project wilpthipose to develop improved
models and methods for accurate determination of wave loaddfshore wind turbines.

The present desig practice for offshore wind turbine sulotires is limited to linear wave
theory for irregular waves and regular wave theory for nwadir waves. Further directionality
of the waves is usually only taken into account through eirgdicorrection factors. During the
last 10 years, however, a number of advanced wave modeldleavedevelopefke.g. Madsen
et al. 2003Engsig-Karup et al. 20Q%hat allow computation of fully nonlinear irregular waves
over varying bathemetry. A central focus of the project hesrbthe development, application
and validation of such models within the context of offshated energy.

The research is in line with the Danish Megavind strat@gggaVind n.d) that lists develop-
ment of improved design models as a way to obtain decreasatenergy. Also, investiga-
tions by the UK-driven Carbon Trust, has highlighted thedhiee an improved understanding
of load effects from nonlinear waves for offshore wind tues.

-

The Wave Loads project
ForskEL. DTU Wind Energy, DTU Mech. Engng.,

Task A: 4‘ Task C:

Boundary conditions for Aero-elastic response
phase resolving wave to fully nonlinear wave
models forcing

DHI DTU

@ Statkraft

Task B:

CFD methods for steep
- and breaking wave
- impacts

Task D:
Physical model tests

DTU, (DHI)

Figure 1: The Wave Loads project at a glance.

The research was conducted in four work packages (tasksis$ong on boundary conditions

for phase resolving wave models, CFD methods for steep amakinmg waves, aero-elastic

response to nonlinear wave forcing and physical model.t€btsfour areas cover the full chain

from met-ocean design data to detailed wave-structureaction and the associated loads. A
schematic overview of the project is given in figure 1.
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1.1 Main achievements of the Wave Loads project

The main achievements and further work are outlinend beldwy are described in detail in
the present report and in the project publications.

Task A: Boundary conditions for phase resolving wave models

Derivation of a directional second-order transfer funcfior the Mike 21 Boussineq
wave model

Development and implementation of second-order wave gépnarbased on a di-
rectional spectrum from the MIKE 21 SW wave model

Validation and applicability study of the new method thatlimies 2D and 3D tests
with an accelerated model

Task B: CFD methods for steep and breaking wave impacts

Development and validation of an efficient and fully nonéindomain decomposed
solver for wave load computations and careful verification aalidation of the
OpenFoan® and NS3 CFD solvers for computation of wave impacts on mdeopi
structures

A detailed study of the run-up from regular waves and su¢akssmparison to the
measurements of Krieb€1992

A detailed study of the inline force from steep regular waaemtermediate water
depth and explanation of the physical mechanism that leatiset secondary load
cycle

Computations of structural loads form uni- and multi-difecal irregular waves.
This includes a detailed investigation into wave loads from and bi-directional
phase-focused waves

Presentation of an optimized utilization strategy of thendn decomposed solver

Task C: Aero-elastic response to nonlinear wave forcing

Task D:

Incorporation of fully nonlinear wave loads in the aeroséita codes Flex5 and
HAWC2 for the NREL 5MW reference wind turbine placed on a maleopnd a
jacket structure, respectively

Detailed investigation of the effect of wave nonlinearity static loads, dynamic
response and lifetime fatigue damage for five combined wiade states. Further
investigation of mis-aligned wind-wave conditions and atahd still.

Application of CFD-based wave loads in aero-elastic comitparis for the monopile
wind turbine and comparison to Morison-based wave loadsegement of response-
effects from fully nonlinear directionally spread waves

Incorporation of a new soil model with frictional dampindesdts into the monopile
description in Flex5. Determination of hydrodynamic rdidia damping for the true
deflection shapes of the monopile.

Development of a super-element formulation for the jackbsgucture in HAWC2.
Further, development of a consistent incorporation of dddass into the HAWC2
solver and utilization of pre-generated wave kinematics

Physical model tests.

Establishment of an all-round data set for wave forces onapita cylinders, that
covers a wide range of regular and irregular 2D and 3D waveitions
Measurements of the structural response for a flexible dgtinincluding ringing-
type responses

Successful numerical reproduction of the measurementsavitFD solver and a
combined fluid-structure approach based on a potential flavewnodel and a finite
element solver

DTU Wind Energy Report E-0045



1.2 Structure of the present report

A condensed account of the results within the four workpgekaare given in sections 2—6.
Each section provides an introduction to the work carriet] auletailed list of achievements
and then the main text on the obtained results. Suggestofgrther work are given at the end
of each section.

1.3 Publications from the Wave Loads project

A full description of the obtained results can be looked ughafull publications of the project.
These are listed below.

Journal papers

Paulsen, B. T., Bredmose, H., Bingham, H. B. & Jacobsen, N:R@rcing of a bottom
mounted circular cylinder by steep regular water waves #efigepth’. Submitted for
publication.

Paulsen, B. T., Bredmose, H. & Bingham, H. B., ‘An efficientntiin decomposition
strategy for violent wave loads on surface piercing cincaldinders’. Submitted for pub-
lication.

Schlger, S., Bredmose, H. and Bingham H. B. ‘Fully nonlineave forces and their effect
on monopile wind turbines. Draft paper at final stage.

Conference proceedings papers

Bredmose, H. & Jacobsen, N. (2011), Vertical wave impact®ftshore wind turbine
inspection platformsin ‘Proceedings of the ASME 2011 30th International Confeeenc
on Ocean, Offshore and Arctic Engineering’.

Bredmose, H., Schlger, S. & Paulsen, B. (2012), Higher-baioresponse of a slender
cantilever beam to fully nonlinear regular wave forcimg, Proceedings of the ASME
2012 31th International Conference on Ocean, Offshore anticAEngineering’.

Bredmose, H., Slabiak, P., Sahlberg-Nielsen, L. & 8ttbl, F. (2013), Dynamic exci-
tation of monopiles by steep and breaking waves. Experiahemtd numerical studyn
‘Proceedings of the ASME 2013 32st International Confeeeme Ocean, Offshore and
Arctic Engineering’.

Christensen, E. D., Lohmann, I. P., Hansen, H. F., Haerenldecelis, P. & Demuynck,
A. (2011) Irregular wave loads on a gravity based foundaitioshallow waterjn ‘Pro-
ceedings of the ASME 2011 30th International Conference cee@, Offshore and Arctic
Engineering’.

M. O. L Hansen, H. Bredmose & S. Schler (2011) ‘Examples ofdrtgmt ongoing re-
search topics for offshore wind energy. 4th Internationahf@rence on Computational
Methods in Marine Engineering. Lisbon, Portugal, Septer2fé 1.

Hansen, H., Lohmann, I., Sgrensen, J. S. & 8tt&f, F. (2012), A model for long-term
distribution of wave induced loads in steep and breakindi@havater wavesjn ‘Proc.
of the ASME 31th 2012 Int. Conf. on Ocean, Offshore and ArEmgng’, ASME.

Larsen, T., Kim, T., Schlger, S. & Bredmose, H. (2011), Congoas of wave kinematics
models for an offshore wind turbine mounted on a jacket subgtre,in ‘Proceedings of
the EWEA, Offshore 2011, Amsterdam, Netherlands’.
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Nielsen, A., Schiltter, F., Sgrensen, J. & Bredmose, H. (2012), ‘Wave loadsrannopile
in 3D waves’,in ‘Proc. of the ASME 31th 2012 Int. Conf. on Ocean, Offshore Anctic
Engng’, ASME.

Paulsen, B. T., Bredmose, H. & Bingham, H. B., (2012). ‘Higharmonic hydrodynamic
wave loads on a bottom fixed circular cylinder at finite wateptt’. EWEA Offshore
2011, Amsterdam, The Netherlands

Paulsen, B. T., Bredmose, H. & Bingham, H. B., (2012). ‘Aatarcomputation of wave
loads on a bottom fixed circular cylinder’. Internationalnkshop for water waves and
floating bodies, IWWWFB. Copenhagen, Denmark

Paulsen, B. T., Bredmose, H. & Bingham, H. B.,(2013). ‘Fecl&ave impact on a verti-
cal cylinder: Experiment, numerical reproduction and armt higher harmonics’. Inter-
national workshop for water waves and floating bodies, IWWWFBrddilles, France

Paulsen, B. T., Bredmose, H., Bingham, H. B. & Schlger, S1820'Steep wave loads
from irregular waves on an offshore wind turbine founddtian ‘Proceedings of the
ASME 2013 32st International Conference on Ocean, OffsandeArctic Engineering’.

Schlger, S., Bredmose, H. & Bingham, H. (2011), Irregulavevéorces on monopile
foundations. Effect of full nonlinearity and bed slopre;Proceedings of the ASME 2011
30th International Conference on Ocean, Offshore and éHtigineering'.

Schlger, S., Bredmose, H., Bingham, H. & Larsen, T. (201&§dEs from fully nonlinear
irregular wave forcing on the fatigue life of an offshore diturbine and its monopile
foundation.jn ‘Proceedings of the ASME 2012 31th International Confeeemt Ocean,
Offshore and Arctic Engineering’.

Conference posters

Bredmose, H., Schiltter, F., Paulsen, B. T. & Sdhler, S. (2013), ‘Ringing and impul-
sive exication of offshore wind turbines. Results from thawd/Loads project’. Poster at
EWEA Offshore 2013, Frankfurt, Germany.

Hansen, A. M., Larsen, T. J. & Yde, A. (2013), ‘Influence offimiation model complexity
on the design loads for offshore WTG on jacket foundationté?@ EWEA2013.

Larsen T.J., Kim, T, Schler, S & Bredmose H. (2011) ‘Comparssof wave kinematic
models for an offshore wind turbine mounted on a jacket subttre . Poster at European
Offshore Wind 2011, Amsterdam, The Netherlands. Was awlsadgest poster prize.

Schlger, S., Bredmose, H., Bingham, H. B. & Larsen, T. J. 220Fully nonlinear wave
foricing on an offshore wind turbine. structural responsd fatigue. Poster at the 9th
Deep Sea Offshore Wind R&D Seminar, Trondheim, Norway, dan2012. NOWITECH.
Was awarded a shared Best poster prize.

Schiger, S., Bredmose, H., & Klinkvort, R. T. (2012), ‘Novéar irregular wave forcing
off offshore wind turbines. Effect of soil damping and migakd wind and waves. Poster
at EWEA Offshore 2013, Frankfurt, Germany.

Technical reports

Mariegaard, J. S. (2011), Task Al: Boundary conditions fage resolving wave models,
Technical report, DHI.

DHI (2012), Mike 21 Toolbox - Mike by DHI 201Zhapter 14. Generation of random
waves, pp. 153-170.
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Mariegaard, J. S. (2013), Task A3: Study of the applicabdfta new method with second
order wave generation, Technical report, DHI.

Jensen, B. (2012), Technical Note on: Extreme Wave LoadRanelp on Circular Cylin-
ders, Technical report, DHI, Hgrsholm, DK-2970.

Schiitter, F. (2013), Wave loads on offshore wind turbine fodiwe. experiment de-
scription, Technical report, DHI.

PhD theses

Schlger, S. (2013fatigue and extreme wave loads on bottom fixed offshore wibéhes
Effects from fully nonlinear wave forcing on the structudgihamics PhD thesis, DTU
Wind Energy.

Paulsen, B. T., (2013kEfficient computations of wave loads on offshore struciuPéd
thesis, DTU Mechanical Engineering.

MSc projects

Slabiak, P. & Sahlberg-Nielsen, L. (2018ynamics of a monopile structure in irregular
waves: Experimental and numerical investigatidMaster’s thesis, DTU Wind Energy.

Bairic, A. & Holmen, C. (2013).oads and structural response for focused wawéas-
ter’s thesis, DTU Wind Energy

BSc projects

Nielsen, J. K. & Dam, C. (2012\umerical reproduction of measured wave loads and
response for a monopile foundatiddSc project, DTU Wind Energy.
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2 Task A: Boundary Conditions for Phase-Resolving
Wave Models

Jesper Mariegaard (DHI)
with contributions from Jacob Tornfeldt Sgrensen (DHI)

2.1 Introduction

The overall goal of the Wave Loads project was to improve tcdption of wave loads on
offshore wind turbines and to provide accurate tools foedeining these loads. The top-
ics addressed in Task A ‘Boundary conditions for phaselvagpwave models’ concern the
transfer of wave data obtained with macro-scale stochaptctral wave models meso-scale
deterministic phase resolving wave models that allow a rdetailed wave description.

Accurately describing the waves that hit an offshore winthfaequires a downscaling tech-
nigue e.g. consisting of these three steps, as illustratédure 2

Macro Long-term (30 years) metocean statistics provided by pheseaged models e.g. a
MIKE 21 Spectra Wave (SW) on macro scale (1000 km to 1 km).

Meso More detailed modelling including the non-linear wave sfammation of a few design
giving storms of 3-6 hours in a deterministic phase-resgjwwave model e.g. MIKE 21
Boussinesq Waves (BW) by DHI or OceanWave3D by DTU. The domsiamcould be in
the order of 1-10 km.

Micro The most complex, highly non-linear effects like wave bieglkand run-up are mod-
elled for single waves or groups of waves in CFD models (1-1futes) or in physical
scale tests (typically 3 hours).

The wave generation in the phase-resolving wave model dii@ubased on relevant sea states
retrieved from the long-term SW modelling of the linear wavEhe current practice is to use
first-order generation based on 1D spectra (e.g. JONSWA®)aaspreading function (e.g.
cod)). But often in real applications the wave climate consistsrally of multiple dominant
wave directions and in many cases the generation boundanpthe positioned at adequately
deep waters to justify linear wave generation.

The objective of Task A has been to improve the utilizatiorregults from spectral wave
models that include nonlinear shoaling and refraction ofegeover varying bed-topography.
This allows an improved description of wave fields with iaiing components from swell
and storm waves. It has been a central aim to include the @faveints into the MIKE by DHI
tool for random wave generation, RanWave, which is part dEIR1 Toolbox, to allow direct
application by external users and in consultancy.

2.1.1 Main achievements

The main achievements of the work are

e Derivation of a directional second-order transfer funcfior the Mike 21 Boussineq wave
model development of of second-order wave generation baseddirectional spectrum
from MIKE 21 SW

e Implementation into the Mike 21 RanWave tool

e Validation and study of second-order wave generation

10 DTU Wind Energy Report E-0045



Figure 2 Downscaling from macro over meso to micro scale.

o Applicability of the new method in terms of 2D and 3D testshaan accelerated model

A condensed presentation of the results is provided in thewilmg. Detailed desciptions of
the work is provided in the following documents that are ¢éidko the three subtasks A1-A3:

Al Method statement and theory Mariegaé2@11)
A2 Implementation in MIKE by DHI DHI(2012
A3 Study of the applicability of the new method Mariegaé2@13

2.2 Second-order wave generation

Second-order waves consist of first-order waves and secatet-correction terms which are
small in deep waters but increase in size as the water deptbakes. The second-order correc-
tions consist of sub-harmonics, which are bound long wages as a set-down under energetic
wave groups, and super-harmonics, which affect the shapalividual waves making them
steeper with higher crests and flatter troughs.

The theory of second-order wave generation for directi®takes waves was described by
Sharma and Dean in Sharma & Degl981) while the second-order theory for generation
of unidirectional Boussinesq waves was developed by MadsenSgrensen in Madsen &
Sgrenser{1993. Task Al of this project generalised second-order Boussingave genera-
tion to directional waves Mariegaa(@017).

Applying a Stokes expansion technique to the governing teapsafor the wave motion al-
lows the derivation of the second-order solution for a mohatic wave pair (see e.g. Sharma
& Dean(1981)). The solution for the pais, andsy of wave components; (t,x) = A,-e““i +c.c.
wherey;j = wjt —k; - x andw; = 2mtf; is the angular frequency arg is the wave number
vector has a first order part

N®(t,x) = s+ sm D
and a second-order part

N® (t,X) = Sy + S+ S+ Sy 2
where the sub (-) and super (+) harmonics (bound waves) éredeas

St = G AnAEYmrcc, P (t,X) = (Wn % om)t— (Kn£Km) - X 3)

DTU Wind Energy Report E-0045 11



The second-order bichromatic transfer function for Stakages originally derived by Sharma
& Dean (1987 but here in the notation of Bredmose et @009 (with minor adjustments)
reads

2-9 H
Gni_qn = dLL ((wn + wm) Dn.im — Ln,im) (4)
n,4+m
wheredmn is the Kronecker delta and
2k -k
Hnm = (@n + wm) (wnwm - W)
1,3 3, @/(lknl*  [|kmf
+2((0n+(0m) 2 \oon + o )]
Dnm = glKn -+ K| tanh([Kn + Km|h) — (00 + 0m)? (6)
1 /g%kn-k
Lom= 7 ( %”%m — WnWm — (wﬁ+wﬁ1)) @)

In the expressions fad, D andL the conventiorw_, = —wm andk_,m = —Kpy, is used for
n, —m.

Similarly, a second-order bichromatic transfer functiaists for Boussinesq waves (see Mad-
sen & Sgrenselfl993 and Mariegaard2011). The directional second-order bichromatic
Boussinesq transfer function derived in Mariega@@l1) reads

g
Gin = @kp'kp

WnGm (knkay(% ) - Ky e+ ) & 2K km) o
hBokn . I(m

wherek, = kn = km and the subscripix on ks, denotes the component of the vectde, and
so forth.g is defined by

BOEw%—gh|kp|2—ng\kp\4+(5+%)h2“%|kp|2- )

Unfortunately, this transfer function has not been fulljideted (see future work below) and
consequently, for the study of the applicability of the neetihod Stokes theory was used.

+

The second-order solution for a general irregular sea iaimbd by summing over all bi-
chromatic pairs. The algorithm is explained in Section2.3.

2.3 Implementation in MIKE by DHI

The goal of Task A2 was to implement the new features in thé/Rame tool in the MIKE by
DHI software framework. This was done in 2012 and releasdid MIKE by DHI in October
2012 DHI(2019.

The overall steps in the wave generation with RanWave arotlmsving:
a. Input: Read input from configuration file and optionallpdedata from dfs file (e.g. spec-
trum or time series).

b. Initialize: Make vector of discrete frequenciesased on the length of the requested output
time series.

c. Spectrum: Make spectral energy vec8&frcorresponding td (from generic spectrum or
loaded from file—see below).

d. Wave number: Compute corresponding wave numbers araligtior

12 DTU Wind Energy Report E-0045



e. Coefficients: Make coefficient vectarbased orsSf and random phases.

f. Directions: For each discrete frequency determine ondom direction from the cumula-
tive directional distribution and store all th(single summation).

g. Synthesis: For each point on the generation line deterthia final(x, y)-dependent coeffi-
cients and make time series by inverse FFT. Optionally: @agddrsd-order corrections (see
below) to(x, y)-coefficients.

h. Save: store results in dfs files.

2.3.1 An algorithm for import of directional spectra

The typically coarse directional spectrum needs to be lbdien file and then interpolated
and directionally integrated to obtain the (fine) spectrargy vectorSf corresponding td.
The coarse directional spectrum is also kept for later Seleof directions (see Section 2.3.2).

1. The directional spectrui@is read from a dfs2 file and stored in a two-dimensional array
Sftht (and nullified outside the user-selected directional be@jgh to Bay)-
2. Adirectional arrayd with user-selecte@mi, to Omaxis initialized

3. For each discrete frequenéydo:

(a) loop over direction8, and determine the spectral ene®{yj, 6,) by bilinear inter-
polation inSftht and temporarily store in vect@.

(b) Directionally integratd® to obtain frequency spectral compon&.

2.3.2 An algorithm for selecting directions

In the single summation method (see e.g. Sand & Myfi€&187) used in RanWave each fre-
quency component has only one direction which is randomigrdened from the directional
distribution. The below algorithm cover the most generakoahere the directional distribution
varies with frequency.

For each frequency componefjtdo the following to determine the corresponding directipn

1. Initialize the directional sector arr&going from the user-selectdhi, to Omax.

2. Determine the probability distribution functiqulf corresponding t® for this frequency
fj by bilinear interpolation in the directional input spectr&ftht.

3. Compute the cumulative distribution functiodf by taking the antiderivative gidf and
add integration constant and normalize so it goes from 0 to 1.

4. Getrandom number between 0 and 1.

5. Find the corresponding directialj by linear interpolation ircdf.

2.3.3 An algorithm for second-order wave generation

The synthesis of second-order waves is carried out for eaittt p, with coordinatesxn, yn)
on the generation line by the following procedure.

1. Determine primaryx,y)-coefficients (first order) based @n
For each discrete frequency componéntio

(a) Compute the inner produkt- x, (notek; has a random direction—see above)

DTU Wind Energy Report E-0045 13



(b) Determine coefficients for surface elevation by mufipg the coefficienf\; by the
(x,y)-dependent pag ki *n
(c) Determine the coefficients for surface slope and wavetfjumultiplying the coeffi-

cients of (b) byw;/|k;| and|k;|, respectively, and projecting onto the normal of the
wave generation line.

2. Determine sub-harmonig, y)-coefficients (second order).
For each sub-harmonic frequency candiditelo
For each frequency componeftdo

(@) Denotefj = fj + fp and findkp = kj —k;.
(b) Compute transfer functio@j*i
(c) Compute the inner produkp - xn

(d) Determine corrections to primafyy, yn)-coefficients in the same way as in 1(b)
and 1(c) but using\, = AjA; and the wave number vectkg. Add corrections to
the primary coefficients.

3. Determine super-harmon(g, y)-coefficients (second order) in the same way as sub-harmonic
coefficients but loop only over super-harmonic candidateslat p = j +i and use the
transfer functiorGj;.

2.4 A study of the applicability of a new method

The purpose of Task A3 was to study the applicability andthtions of the new methodology
for wave generation and to compare it to the existing methoayo

2.4.1 Existing approach

The downscaling described in the introduction containg{tearm wave modelling in deep
waters by means of a phase-averaging wave model like MIKEVZ1R®levant sea states are
retrieved from this model either as bulk parametets Tp) or frequency spectres(f)).

In a phase-resolving wave model like MIKE 21 BW, a wave getiendine is placed at suffi-
ciently deep waters to justify linear wave generation. Randinear waves based on selected
sea states are generated from a standard spectrum (e.g§rdig) or from a frequency spec-
trum (S(f)) from MIKE 21 SW. If directional waves are wanted a presatibpreading function

is applied. The non-linear shoaling of the waves is carrigdom a sloping bathymetry in the
MIKE 21 BW model.

2.4.2 New approach

By the improvements to the random wave generation tool, Rere\Wof MIKE 21 ToolBox
described in Task Al and implemented in Task A2 in this pitojets now possible to improve
the current downscaling practice in two ways.

1. More direct use of SW results including full directionafarmation.

2. Decreasing the model domain size due to second-order g&wveration which means
that less shoaling is necessary inside MIKE 21 BW and hereevdve generation may
be positioned in shallower water. It also means less cortipatd time or alternatively
higher model resolution with same computational effort.
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2.4.3 An offshore wind farm case

In order to study the applicability of the new methodology\& Bhodel with a 700-by-700 m
basin (plus a 250 m thick surrounding sponge layer) with & $l@pe going from h=30 m to
h=16.8 m was set up. The layout, of which a side view can beisddgure 3 (top), corresponds

zZim| A | Wave gen. 1 Full model
0 -1 VAV’I\VAVAVAVAV AVAV
I
I
-16.8T :
| 1:25
-30 ™~ T Accelerated model
-1 ~ vlv ~ ~ ~ N ~ N
I
I
-16.8_ I
20+ L ' Aoy
I H— i I I I >
100 40 290 370 565 690 x(m

Figure 3 The full (top) and accelerated (bottom) models studiedaskTA3.

to the physical scale model layout used in Task D of the waaddgroject (scale 1 : 35).

2.4.4 Method of study

The Task A3 study Mariegaai@013 of the new methodology compared to the existing ap-
proach featured two BW models:

(1) Full model with 1st order waves generatedhat 30 m (Figure 3 (top)).

(2) Accelerated model with 2nd order wavesat 20 m (Figure 3 (bottom)).

Note that the generation line of the accelerated model igiposd at the same place as in the
full model for comparability reasons only. In a "true” aceedted model the generation line

would be positioned with same distance to the beginning@ftbpe as in the full model and
the domain size would be correspondingly smaller.

The study consisted of three parts:

| First and second-order wave generation

Il Full and accelerated BW models withnidirectional waves (flume)
UniH4T10. JONSWARHs =4m, T, = 10s.
UniH4T12. JONSWARHs =4 m, T, = 12s.
UniH4T14. JONSWARHs =4 m, Tp = 14s.
UniH6T12. JONSWARHs =6m, T, = 12s.
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[II Fulland accelerated BW models witlirectionalwaves (basin) generated from directional
spectra (see Figure 4) from a SW model forced with a standalBWAP spectrum and
a co$ directional distribution witm = 12.5. This model performs the linear shoaling and
refraction of the directional wave fields.

DirH4AT14. JONSWARHs =4 m, T, = 14s.
DirH6T12. JONSWARHs =6m, Ty = 12s.

Wave energy
density

B =bove 120
M2-120
104-112
95-104
88- 95
80- 88
72- 80
64- T2
55- B4
45- 58
40- 48
32- 40
24- 32
16- 24
- 18

[ERERREROCIOOR

o
*
E
o

Figure 4 Test DirHA4T14: Directional spectra obtained from MIKE 2WSat two different
depths.

2.4.5 Selected results (DirH4T14)

The directional SW-spectra used as input to the wave geoerfrr the two BW models in
the Test DirH4T14 can be seen in Figure 4. Waves were gedesiat®rding to the procedures
described in Section 2.3. Summary figures can be seen in Tabletice that although called

Table T Summary of the generated waves applied to the basin tedtdDit4.h[m] is the water
depth,kh[-] the relative depthJr = HL?/h3[-] the Ursell number T, is the cut-off period
(waves with shorter periods are nullifiedd;:n|ogo[m/s] the 99.9th percentile surface slope,
Hs[m] the significant wave heighHgg[m] the 99th percentile wave height.

Series h | order kh Ur | Teut | [0tN]oag Hs | Hgg
DirH4T14(1) | 30 | 1st | 0.88| 6.87| 8.5 1.62| 4.09 | 5.74
DirH4T14(2) | 20 | 2nd | 0.69| 16.67| 6.5 224 | 4.21| 5.82

H4T 14 the significant wave height i4s = 4.09 math = 30 mwhich is due to scaling intended
to matchHs ath = 20 m. See full study Mariegaar@®013 for details. Notice also that a larger
cut-off periodTeyt = 8.5 s (foyr = 0.117) was needed in the deeper full model to keep the
computations stable. This has an effect of the spectrabtdlile results—see Figure 6.

Figure 5 showing the wave height distributions, Figure 68hg the spectra, and Table 2 at the
pile indicate that the accelerated model performs quité @aghpared to the full model. Both
significant and extreme waves are well produced in the aate model as is the extreme
99th percentile crest height which is of great importancefishore applications.
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Probability of exceedance (506 waves) at pile; Tp=14, Hm0=4.0
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Figure 5 Test DirH4T14: Probability of exceedance for relative waneights at pile position
(h=16.8 m) compared to Rayleigh (dashed line) and Forristall (safid)ldistributions.

Spectra at pile; Tp=14, Hm0=4.0
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Figure 6 Test DirH4T14: Wave spectra at pile position.

0.2

Table 2 Results at pile position for test DirHAT14;n|990[m/s] the 99.9th percentile surface
slope,Hs[m] the significant wave heighkgg[m] the 99th percentile wave height, aGtgg[m]

the 99th percentile crest height.

Series |0tNfoo9 | Hs | Hog | Crog
DirH4T14(1) 2.03| 440 6.02| 3.71
DirH4T14(2) 2.13| 431|591 | 3.64

2.5 Summary of study findings

The study Mariegaar(?013 featured a number of tests as explained in Section 2.4.4mA su
mary of experiences and conclusions from these tests éad liglow.

Second-order wave generation

It is well known that the second-order contributions ineeewith wave height and period.
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e When outside the second-order validity critetiac Hg /4 (Hg = 0.8n) andUr = HL?/h® <
26 secondary waves start to appear which can be seen as easadn the 2nd/1st ratio
of 99th percentile wave height.

e The relative 99th percentile crest height (2nd/1st) ineeemith wave height but only to a
minor extent with period.

e The 99.9th percentile surface slope increases significaitth second-order contributions
- up to 50% still within the validity range of second-ordeediny.

e Skewness is surprisingly small for unidirectional waves tlua singular behaviour of the
transfer function.

Unidirectional tests in full and accelerated models

e Atwater depths oh = 30 to 20monly seas with long waves have significant second-order
contributions.

e The spatial distribution of skewness indicates that the ehogsponds negatively to the
applied waves both in the first- and second-order cases €oryhsecond-order waves
should "fit” better to the model and hence be "accepted” withtbe release of spurious
waves).

e A tendency towards underestimation of the extreme cregihbeiseems present in the
accelerated (second order) tests compared to the full rmodst likely due to an overes-
timation of the sub-harmonics.

Directional tests in full and accelerated models
e The transfer of directional spectra from MIKE 21 SW was @atrout succesfully.

e The accelerated model performs better than in the unidiresitcase and predict extreme
crest heights well probably due to the smaller subharmamitent of directional seas.

2.6 Conclusion

Task A provided two improvements to the random wave gerwratol in MIKE 21: 1) wave
generation based on directional spectra from MIKE 21 SWge2prd-order wave generation.
Both features have been implemented and released with MiKEHI 2012. A study of a new
approach with an accelerated model with second-order ggéoercompared to the existing
approach with first-order generation in a full model has bammucted for an offshore wind
farm case.

Second-order wave generation is mainly relevant in shallater. Hence, this tool is mostly
relevant for wind farms placed in shallow water. For offghaind farms in deep to intermedi-
ate depth water second-order wave contributions will bdldoratypical storm situations (e.g.
Hs=7mandT,=959).

In relevant environments, the benefits of using a smalleelacated BW model with second-
order wave generation instead of a larger model with wavelsigp from greater depth are
obvious. Modelling of Boussinesq waves is depth restri¢kdyl and a less deep Boussinesq
model is more stable and can be run with larger time steps avadles cut-off periodTg.
Furthermore, a smaller model is computational cheaper.
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2.7 Suggestions for further work

The following developments are suggested for further warkn@ve generation for phase-
resolving wave models:

Directional Boussinesq transfer Verification and validation of second-order directionaliBsi-
nesq transfer function presented in Mariega@@iL ).

3D wave generation Extending the wave generation tool to also outputting wawmerkatics
and thereby providing boundary conditions also for 3d Cipetphase-resolving wave
models.

Double summation method revisited The presented wave generation tool is in the directional
case based on the so-called single summation technique.se®and & Mynet{1987)
preferred in the 80s and 90s partially due to restricted edgatipnal power as the alter-
native double summation method require are large numbegrofst in the synthesis to
avoid phase-locking Sand & Mynef1987. Computers nowadays are, however, much
more powerful and it could be interesting to re-study and pam the results of single
and double summation in this light.

Wave generation with spatial variation In models with large geographical extent, e.g. 10 km,
assuming constant wave conditions (spectrum) along therggon line is, in some cases,
unrealistic and unsatisfactory. It is not trivial how tolinde spatially varying wave condi-
tions along the wave generation line, but it could be an irngtdirtopic of a future project.

Time-varying wave generation In long time simulations the assumption on stationarity is
questionable. A good topic of a future project could be homttude time-varying wave
generation.

Wave generation at varying depth Finally, one of the most limiting conditions with current
day wave generation is the requirement of constant deptlehwiki hard to justify and
accommodate on real bathymetries. A future project shalddess wave generation along
varying depths.
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3 Task B: CFD methods for steep and breaking
wave impacts

Bo Terp Paulsen (DTU Mechanical Engng.) and Bjarne Jensen (DHl
with contributions from Henrik Bredmose, Harry Bingham atiiéls Gjgl Jacobsen

3.1 Introduction

In recent years computational fluid dynamics (CFD) has becamimportant supplement to
physical model tests for the investigation of wave-streesiateraction. The advantage of CFD
is that prototypes and complicated bathymetries are eteshgd. Furthermore, the high res-
olution in space and time of the CFD-computations makes ssinte to study detailed flow

phenomena, which might be difficult to investigate from niddsts.

Traditionally, computations of realistic multi-directial irregular waves have been a challenge
due to the large computational domains needed and the atsdbcomputational cost. Further,
due to complexities involved in tracking the motion of thedrsurface numerical diffusion
might be a problem in some implementations. To address iksgses a domain decomposed
solver was developed as a part of the Wave Loads project, Héuly nonlinear potential flow
solver was combined with a Navier-Stokes solver.

The new solver enables computations of wave loads fromst@atnulti-directional irregular
waves. For these sea states, wave impacts from steep ardngreeaves are of particular
concern as they may lead to either “ringing”, “springing”"stamming responses. These phe-
nomenons all have the potential to significantly reduce thetural life time or cause failure.
Due to the high accuracy of the domain decomposed solvenibeaised for benchmarking of
simpler models. The coupled solver has been validated styagular and irregular waves in
2D and 3D. The CFD model and combined solver has further bsed to carry out a system-
atic study of forcing from steep regular waves and bi-diogzl wave groups.

3.1.1 Main achievements

The main achievements of the task can be summarized as
e Careful verification and validation of the OpenFagnand NS3 CFD solvers for compu-
tation of wave impacts on monopile structures

e Development and validation of an efficient and fully nonindomain decomposed solver
for wave load computations

e A detailed study of the run-up from regular waves and suéaessmparison to the mea-
surements of Kriebg1992

e A detailed study of the inline force from steep regular waaeisitermediate water depth
e An explanation of the physical mechanism that leads to thers#ary load cycle

e Computations of structural loads form uni- and multi-direcal irregular waves

e A detailed investigation into wave loads from uni- and lredtional phase-focused waves
e Presentation of an optimized utilization strategy of thendm decomposed solver

The work has been published in 2 journal artioBgaulsen, Bredmose, Bingham & Jacobsen
2013 Paulsen, Bredmose & Bingham 2Q13ix conference papei@redmose & Jacobsen
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2011, Christensen et al. 201Paulsen et al. 2012012 Paulsen, Bredmose & Bingham 2Q13
Paulsen, Bredmose, Bingham & Schiger 20t8e Ph.d. thesi@aulsen 2013and one tech-
nical report(Jensen 201)2

3.1.2 Structure of section

The reminder of this chapter is organized as follows. Firsta@ction 3.2 an initial validation
of the Navier-Stokes solver is presented. In section 3.3theipal of the newly developed
domain decomposed solver is outlined and two of the tesischem Paulsen, Bredmose &
Bingham(2013 are shown. In section 3.4, parts of the discussion of “riggmave loads from
steep near breaking wave is repeated. Originally this stadpublished in Paulsen, Bredmose,
Bingham & Jacobse(2013. This section includes a comparison with the Morison equati
and analytic higher order wave loads theories. Finallyected results from the discussion of
uni - and bi-directional phase focused wave groups are ptesgén section 3.5. A summary of
the obtained results and findings are given in section 3.6.

3.2 Initial validation of the numerical solvers

3.2.1 Forces on vertical cylinders

For estimating the force on a body one approach is to applytineerical model to simulate
the loads directly on the structure i.e. the structure ifuished and resolved in the numerical
grid. This methodology has been described and comparechteentonal design methods for
mono-piles in terms of the Morison-equation in Christenseal. (2007) where the NS3 code
was used. The NS3 code has further been applied for loadsamitygbased wind turbine
foundation as described in Bredmose et(2D0§. Other structural applications have been
reported in Mayer and Nielsen (2005) in terms of loads onaregtilar beams and in Nielsen
& Mayer (2004 where green water incidents on a ship deck were investigB&sed on the
solid background of the NS3 code a reference simulation bas prepared in terms of wave
loads on a vertical cylinder exposed to very steep non-lineaes. These results are used for
comparison with the OpenFOAM model. The OpenFOAM model leagmtly been applied
in combination with waves2Foam for simulation of wave inpan offshore wind turbine
foundations as presented in Bredmose & Jacol§géhQ and for wave loads on inspection
platforms shown in Bredmose & Jacobg@011). All results are in the following furthermore
compared to loads predicted by the Morison-equation.

A test case has been setup with the following charactesis@ylinder diameterD = 6 m,
wave heightH = 1514 m, wave periodT = 11.75 s, water depthh = 30 m. The waves
are generated as stream function waves and will for this iezmeéts in a Keulegan-Carpenter
number of KC= 15 and a Reynolds number of Re.7x 10",

A rectangular model domain has been setup with a total lesfg800 m. At the inlet and outlet
boundary a relaxation zone with a length of 200 m is used foegaing and absorbing the
waves respectively. In the vertical direction uniform gsjzhcing is applied with a resolution at
0.86 m. In the horizontal direction grid refinement is applieéunthe cylinder with a minimum
resolution at G m. A total of approximately 80000 computational cells are applied. Forces
on the cylinder are computed by integrating the pressuretbeeentire cylinder surface.

Figure 7 presents the results of the NS3 simulation in terims-line forces on the cylinder.
The force variation follows with good agreement the presimsults reported for mono-pilesin
Christensen et a{2007). Furthermore the loads are calculated based on the Moegaation
in combination with the theoretical wave kinematic foundnfr stream function theory. The
comparison is also shown in Figure 7 where good agreemenurgdf The load coefficients
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applied in the Morison-equation a@ = 0.7 andCy = 1.7.

Stream function - H=15.14m - T=11.75s - h=30m - D=6m - C =0.7 - C, =1.7
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Morison equation
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Figure 7: In-line forces from the NS3 simulation compared to Morigmuation with stream
function theoryH = 1514 m,T =1175s.

Following the reference simulation with the NS3 code a apoading simulation is performed
with the OpenFOAM code. The computational domain is idetic that applied for the NS3
simulations. The waves2Foam frame work is applied to geéaeratream function wave with
the same characteristics. The results are presented imeF&yas both the in-line forces on
the cylinder as well as the surface elevation upstream thiadey. Comparing to the NS3
results in Figure 7 it is seen how the forces show a very sim@aiation over time. Also the
comparison to Morison-equation shows good agreement éo®frenFOAM model. It is noted
that slightly higher forces are found in the OpenFOAM modahpared to the NS3 model.
The explanation for this is not found yet but it should be rrmred that the deviation is of a
size where it cannot be conclusively determined whetheNiB8 results or the OpenFOAM
results are most correct. However the overall impressidhas both models are capable of
reproducing the forces within an acceptable accuracy.
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Figure 8 Results from the OpenFoam simulation compared to Morigpragon with stream
function theory. Top panel: in-line forces, bottom paneiface elevation upstream cylinder.
H=1514m,T=1175s.

3.2.2 A note on near-surface kinematics

The above results show a good agreement between NS3 and Ofhénd motivates further
validation of the freely available OpenFOAM solver for wdweece calculations. A successful
convergence study for regular wave propagation has beeedaut by Paulse(013 where
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grid-convergence towards the stream function theory moluif Fenton(1988 was demon-
strated. The test showed that the OpenFOAM model is capalbh@tiel the wave propagation
accurately, although, numerical diffusion will induce dazing over long distances. With a grid
resolution of 15 points over the wave height, the diffusiveefor 10 cyclic turn-around of
the stream function wave in a periodic domain was about 3% feave height okH = 0.325,
wherek is the wave number. The diffusive error was defined as themman-square of the
wave profile (after phase alignment; the phase error wasuredseparately), normalised with
the wave height.

For computation of wave kinematics close to the free surfdiserepancies between Open-
FOAM and the reference solution for stream function wavesydver, have been observed.
Typically the velocities are biased significantly towartie direction of wave propagation,
stretching over a handful of grid points around the freeasief OpenFOAM computes the flow
not only in water but also in the air above the free surfac@rbgressive waves, the air flow
will generally have opposite horizontal velocity relativéo the water phase. The horizontal
velocity thus contains a discontinuous jump in horizonglbeity at the free surface, along
with a jump in density associated with the difference betwsater and air.

As the wave convergence test and further validation tegtseqfresent report shows that Open-
FOAM is able to compute the wave motion accurately, it is o@able to assume that the dis-
crepancies in the near-surface kinematics emerge in thepposessing, where the velocities
are likely obtained by division of the momentum variaple by the density variabl@. As
both fields contain a sharp gradient at the interface thabath be subject to some numerical
smearing, their ratio may not be accurate close to the fréaci It is noted, though, that for
the applications in the present project, no extractioneé gurface kinematics have been done
as all forces are obtained by direct pressure integration.

3.2.3 Run-up on vertical cylinders

From the simulations of forces on a vertical cylinder in vetgep non-linear waves in the
previous section it was seen that a large run-up occurs oeythrgler surface. This may be of
interest for at least two reasons: i) the run-up is part opttessure distribution on the cylinder
surface and as such it contributes to the total in-line feaiod ii) the run-up may course critical
loads on secondary structures if not taken into account wilesigning and positioning these
structures. The simulation of run-up on the vertical swefata cylinder has previously been
investigated by means of the NS3 code as described in Otsesteand Hansen (2005) and in
Nielsen et al. (2008).

In this section it is investigated how well the OpenFOAM miczhkptures the run-up around a
circular cylinder. Experimental data from Kriebel (1992¢ aised for comparison. These data
were also used for the validation of the NS3 code in Chrigtei@&sHanser(2005.

Figure 9 presents a definition sketch of the run-up arounatyhieder. The incident wave is
magnified as it interacts with the cylinder. Here the runfpis defined as the distance from
the mean sea level (MSL) to the position of the free surfacthercylinder at any given time
and angular position around the cylinder. The run-up empeels defined as shown in Figure
9 as the maximum free surface position which has occurrethglane wave period around
the cylinder. The run-up envelope was experimentally rediin Kriebel(1992 and will be
compared to the numerical results from the OpenFOAM model.

A rectangular model domain has been setup with dimensiamesmmonding to the experiments
reported in Kriebel (1992). A sketch of the layout is showrFigure 10. The cylinder had a
diameter aD = 0.32 m and the water depth was= 0.45 m for all experiments. Two cases
have been simulated with regular Stokes 2nd order waves giskH = 0.215 H =0.13 m

andT = 1.95s) anckH = 0.402 H = 0.17 m andT = 1.5 s). At the inlet and outlet boundary
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Figure 9 Definition sketch of run-up on a circular cylinder. Afterigloel (1992.

a relaxation zone with a length of approximately 1 wave lbrigtused for generating and
absorbing the waves respectively.

In the vertical direction uniform grid spacing is appliedthva resolution at @2 m. In the
horizontal direction grid refinement is applied near thendér with a minimum resolution at
0.01 m. A total of approximately 70000 computational cells are applied.

A) Section view

Inlet relaxation zone Upstream cylinder z Downstream cylinder Outlet relaxation zone

~IL ~1.5L T ~1.5L ~IL
h=0.45m
B) Plan view

Inlet relaxation zone v Outlet relaxation zone

~1L ~IL
Width=7D X
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Figure 1Q Sketch of the numerical model domain.

Figure 10 presents the results of the two cases with kH=0R#i5%H=0.402 respectively. The
run-up, R, is normalized with H/2 in order to follow the natatin Kriebel (1992). The results
are shown as time stamps of the surface elevation arounglinder during one wave period.
Experiments are shown as the envelope of the surface @evagi the maximum position of
the water surface at any angular position around the cylinde

The simulated run-up is seen to be in good agreement withxiperienental data. The max-
imum run-up is captured both on the leading edge (0deg) aailihty edge (180deg). For
kH = 0.402 some deviation is seen from 90deg-150deg where the roaximn-up is un-
derestimated. However, the overall impression is that thdehis capable of reproducing the
measured run-up. Figure 12 and Figure 13 presents an ifeswontour plot of the free sur-
face around the cylinder at maximum run-up on the leadingtiazilihg edge respectively.
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Run-up compared to measured run-up envelope - kH=0.215 Run-up compared to measured run-up envelope - kH=0.402
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Figure 11 Results of run-up simulations compared to experimentt. &olid lines represent

results of the numerical simulation as time stamps of thasarelevation around the cylinder
during one wave period. Experimental data are shown assirelpresenting the envelope of
the maximum surface elevation.
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Figure 13 Maximum run-up at the trailing edge for kH=0.402
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3.3 Efficient domain decomposed CFD-model

In this section the domain decomposed solver is briefly dised. A through discussion of the
solver and the governing equations can be found in Paulsedn®se & Binghan{2013.
Here, the numerical model is carefully validated and vetifigainst experimental measure-
ments and reference solutions.

The domain decomposed solver consist of an outer flow donmai@rged by a three-dimensional,
fully nonlinear potential flow solver, and an inner domaitjeh is described by a fully nonlin-
ear Navier-Stokes/VOF solver. A sketch of the numerical dioiis shown in figure 14. The
outer numerical domain is denote@, Here the fully nonlinear three-dimensional potential
flow problem is solved for the wave motion only. To accountlémal diffraction effects, wave
breaking at the structure and viscous effects a local inoerain, I', is defined, covering a
confined volume around the structure. Here, the Navierestekjuations are solved in combi-
nation with a VOF surface capturing scheme. In designateglot zones, information from
the outer numerical domai, is interpolated onto the local domalin,to provide the driving
boundary conditions for the inner flow around the structimethis manner, fully nonlinear
boundary conditions are applied for the inner domain, winchudes the effect of nonlinear
wave transformation and wave-wave interaction. It may techthat the potential flow solver
is orders of magnitudes faster than the Navier-Stokes/V@¥es Hereby, large numerical
domains and/or long time series can be considered. This thaswise not computationally
feasible. Further, due to the higher-order numerical diszation applied in the potential flow
solver, water waves can be propagated over long distang¢bsavminimum of numerical dif-
fusion and phase error. This is opposite to the finite voluasetd Navier-Stokes/VOF solver,
which is locally accurate but in general suffers from nuredrdiffusion.

: dw

Cr

Recently the open-source wave generation utility, waveagt; developed by Jacobsen et al.
(2012 was released. For the one-way coupling we took advantageeajeneric implemen-
tation of relaxation zones provided by the waves2Foamtytilin important implication of
the applied coupling strategy is that information is onlggmgating in one direction; from the
outer to the inner flow domain. This is based on the assum(itatra slender body can not be
sensed in the far field.

Figure 14 Sketch of the numerical domain.

3.3.1 Reflection analysis

As a consequence of the one-way domain decomposition gréite inner domain has to
be truncated at a certain distantefrom the structure. In the case of strong diffraction and
reflections, one has to assure that the solution in the wcofithe structure is independent
of the distancd. In Paulsen, Bredmose & Binghaf@013 this is carefully investigated and
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it was shown that this, in general, do not impose any sevesteicgons on the size of the
computational domains. To illustrate this, the inline foan a circular cylinder from regular
stream function waves witkR = 0.1, kh= 1.0 andkA = 0.2 are considered. In figure 15,
the time history of the depth integrated inline force is praed for three different distances
between the coupling zone and the cylinder. Due to the otistni of the grid in the vicinity
of the cylinder it was not possible to locate the couplingezoloser than B ~ L/6 from the
cylinder. As seen from the figure, the force is practicaligapendent of the distantgwhich
indicates that for this set of wave parameters the inlinea@onverges rapidly in terms of the
domain length.

It may be noted that during the development and the lateritbe domain decomposed solver
we have experienced no limitations related to the one-waplony strategy.

In the following sections, two of the test cases presente@ainlsen, Bredmose & Bingham
(2013 are repeated. First, regular waves on a sloping bed aredsyesi. Secondly, multi-
directional irregular waves on a sloping bed are considereéction 3.3.3. In Paulsen, Bred-
mose & Bingham(2013, the domain decomposed solver is also applied for computabf a
uni-directional phase-focused wave group and irregutgrdirectional waves.

0.80 —
0.60 “TN L .

p \ 1= 15D

0.40
A S \
2 0\ / \ e
g o \ // \ 7
N AN / N\ e

0.60 \\ / \ //

-0.80

0 05 1 15 2 25 3 35 4
Time; t [s]

Figure 15 Time history of the depth integrated inline force on a dacweylinder for different
distancesl, from the relaxation zone to the wall.

3.3.2 Validation for regular waves

Experimental measurements of regular waves on a slopingvieeel numerically reproduced
in the time domain. The experiments were carried out as agpdne wave loads project task
A and a detailed description of the experiments can be foumdélsen et al(2012). A sketch
of the numerical domain is shown in figure 16, with relevamhelsions stated in table 4.
That the experiments were carried out in scale 1:80. The rivatelomain closely follows
the experimental setup with the exception of the generatimhrelaxation zones, indicated by
regions of shaded grey in figure 16. For the present studyrnrdtion from six wave gauges
were applied, all marked on figure 16, with théiry)-coordinates listed in table 4.

As uni-directional waves were considered, the potential ftomputations were carried out
in two spatial dimensions in the=-plane, which significantly reduces the computational .cost
Further, as small and short waves with a Keulegan-Carpent@ber of KC~ 2 were con-
sidered, the wave force on the cylinder was mainly inertimit@ted and a slip condition on
the cylinder was applied. It may be noted that the slip camditmplies symmetry around the
vertical plane of the cylinder, so, without any further amgptions lateral symmetry could by
utilized, for which reason only half of the cylinder was cinlesed.

As the paddle signal for the wave maker was unknown the intidave field was linearly
reconstructed as described in Bredmose g28al10, Paulsen, Bredmose, Bingham & Schlger
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Model scale [m]  Full scaf[m] Non-dimensiof[-]

h 0.78 62.4 1.46
hey) 0.51 40.8 0.96
hy 0.42 33.6 0.79
D 7.50 102 6.00 0.14
H 9.59 102 7.67 0.18
L 3.34 2.67 107 2n

aScaled by the Froude number.
bNon-dimensional by the wave number

Table 3 Dimensional and non-dimensional length scales for erpants and computations of
regular waves.

WG1x x X WG3 WG 15 X X X WG 19
WG 2 WG 18

PRTRRT m
F—H——H——t——+

5.0m 1.0m 5.05m - =0.85m  0.55m 10.0m

Figure 16 Sketch of the numerical domain applied for computationsegtilar waves imping-
ing on a circular cylinder. In the figure, regions of shadeelygndicates relaxation zones of
the potential flow solver, whereas hatched areas indicatedhpling zones between the two
solvers.

(2013. Here, information from three wave gauges locatea at{1.00;125;135} m from
the wave maker was used. In figure 17 the linearly reconstduand the measured free surface
elevation at the location of wave gauge 1 is shown, and ada@eanent between the two signals
is seen.

0.06

Experiments _—

g 0.04 N ‘,/\“Reconstructed
= 002 y 3
< /N [ \
g 000 ;
: /N /N A
o ; F
g 002 K \ \
YT AN / \ / \\ / \
-0.06
0.0 1.0 2.0 3.0 4.0 5.0 6.0
Time; t [s]

Figure 17. Measured and linearly reconstructed free surface etavati the location of wave
gauge 1, located at= 1.00 m.
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Wave gauge| 1 2 3 15 18 19

x [m] 100 125 135 750 775 7.95
ym] 000 000 000 000 —100/~050F 0.00

aThe physical wave gauge was located outside the numericalidpstasurface elevation
at the lateral boundary was applied.

Table 4 Location of relevant wave gauges in the experiments of Whave Loads” project.

Convergence of the potential flow solver (OceanWave3D) hasqusly been shown by Engsig-
Karup et al(2009, with respect to analytic stream function waves. For theirtomain, con-
vergence of the numerical model has been shown by Paulsedi®ise, Bingham & Jacobsen
(2013, where a consistent first-order grid convergence rate wsvan analytic solution was
demonstrated. For the present study, grid independencenwtigated by considering three
spatial resolutions, with an average cell lengtrdof= {1.2;1,0;0.8} - 102 m, which corre-
sponds to a total number ofc {0.71;122;24} - 10° cells. As seen from figure 18 and 19,
both the computed free surface elevation and inline foreepaactically independent of the
spatial resolution.

In figure 18, the computed and measured free surface elagadicthe location of wave gauge
15, 18 and 19 are presented, see table 4. In figure 18a, theuraee elevation measured at
the location of wave gauge 18 is presented. Here, the flow &sored at the lateral side of
the cylinder and is particularly uninfluenced by the presesfdhe cylinder. In general a good
agreement between the measured and the computed freeesalésation is seen, although
the magnitude of the free surface elevation at the wave traaiglightly underestimated. The
discrepancies are most likely related to the linear recoogon of the incident wave field,
where higher harmonic energy was filtered out as a consegqu#nie linear assumption.

In figure 18b, the free surface elevation at wave gauge 16egdla5cm= 2D, upstream of the
cylinder is presented. Again, the magnitude of the freeaserelevation, at the wave trough,
is slightly underestimated. However, both the shape angliase are correctly captured and
diffracted waves from the cylinder are observed in both teasared and the computed signals
as a small secondary peaks in the wave troughs. The freeceugfavation at wave gauge
19, located 20 cm 2.67D downstream of the cylinder is presented in figure 18c. Heme, a
excellent agreement between the measurements and the edimipsi is seen. The reason that
the best agreement between the measured and the comp@ad fi@éce elevation is observed
downstream of the cylinder is most likely related to the thet the influence of the cylinder at
this location is strong, making minor discrepancies in tiogdent wave field of less importance.

In figure 19, the inline force on the cylinder is presented famation of time. A generally good
agreement with the experimental measurement is showrmuajththe computations slightly
underestimate the magnitude of the signal at both the maximod minimum of the inline
force. Again, this is attributed to the small discrepandrethe incident wave field. Despite
the small underestimation, both the phase and the shape dbtbe curve are in excellent
agreement with the measurements. In figure 19b, a closeupegbaak force is presented.
From the plot it may be noted that the difference betweentheetnumerical resolutions is
diminishing.

3.3.3 Multi-directional irregular waves

Finally, wave loads from three-dimensional irregular wsae@ a circular cylinder placed on
a sloping bed are considered. A sketch of the numerical doisapresented in figure 20.
As multi-directional waves were considered the full spasendirection of the test-basin was
resolved by the potential flow solver as indicated in figureRaf the inner domain, coupling
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(a) Measured and computed free surface elevation at theidocaf wave gauge 18, positioned &k;y} =
{7.75;—1.00} m.
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(b) Measured and computed free surface elevation at theidocatt wave gauge 15, positioned 15€n2D upstream
of the cylinder at{x;y} = {7.50;0.00} m.
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(c) Measured and computed free surface elevation at thedocaft wave gauge 19, positioned 20€n2.67D, down-
stream of the cylinder &ix;y} = {7.95;000} m.

Free surface elevation; nN/A

Figure 18 Measured and computed free surface elevation for regdaesv

zones were only placed at boundaries with normal vectorkémtincipal direction of wave
propagation.

For these computations waves were not generated by a rielazitne, but by a direct flux
condition at the inlet boundary. Here the velocities of tteve/paddles were imposed as an
inhomogeneous flux condition along the inlet boundary ofpbiential flow solver.

The amplitudes of the incident three-dimensional irregulave series were given by a JON-
SWAP spectrum with a full scale significant wave heightif= 8.3 m, and a full scale peak
period ofTF’, = 12.6 s. At model scale this correspondsHg= 0.23 m andT, = 2.08 s. For
the present study a non-dimensional spreading fact@ -6f0.875 was used, (see Forristall
& Ewans(1998, Nielsen et al(2012). In figure 21, a snapshot of the three-dimensional free
surface elevation, computed with the potential flow solsgresented for time= 15 s. For the
same instance in time the free surface elevation at inneieN&®tokes/\VOF model is presented
in figure 22. For both figures the multidirectionallity andwalexity of the wave field is seen.

Time series of the free surface elevation up- and downsti&aime cylinder are presented in
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(b) Closeup of the maximum non-dimensional inline force on tfimder.

Figure 19 Inline force on the cylinder for a selected part of the faioge history.

figure 23. The location of the wave gauges are stated in tabbd Both locations the free
surface elevation was accurately captured by the numeriodkel in terms of both wave crest
and wave trough elevations. For a short time interval betwi®- 14 s, small discrepancies
between the numerical model and the experimental measutstae seen. The origin of these
discrepancies is not known, but it is speculated that theye#her a result of spurious second-
order waves as discussed in Paulsen, Bredmose & BindRaa, or related to absence of
active absorption at the wave generation boundary of thenpial flow solver.

The horizontal forces on the cylinder, in tReandy-direction respectively, are presented in
figure 24. As only limited structural vibrations are obselrirethe measurements the unfiltered
force signals are used for the comparison. In general a ggament between the measured
and computed inline force is seen. As for the free surfaceatiten, minor discrepancies are
observed in the time interval 10t < 12. It may be noted that for the largest wave impact the
computed inline force is significantly larger than the meaddorce. It is speculated that this
is related to small deflections of the test cylinder due tortbie-stiff support of the load cell.
These deflection naturally reduces the peak force and magimstpe difference in magnitude.

In figure 24b, the force on the cylinder in tigedirection is presented. Here, the main features
of the wave forcing is captured by the numerical model, bgnigicant discrepancies are also
observed. The magnitude of the wave forcing inykdirection is approximately half the mag-
nitude of the wave force in thedirection, why the structural vibrations are more domirian
the force signal and discrepancies appear larger. Stalaioration might explain some of the
discrepancies, but not all. Given the good agreement fomiivee force and the free surface

elevations it is unlikely that thg-component of the waves was not correctly captured by the
model.

Despite the deviations for the transverse force and theestieration of the largest inline force
an in general a good agreement between the numerical modiéhameasurements has been
shown for both the force and the free surface elevation. Eléme numerical model is able to
accurately compute wave impacts from multi-directiomaggular waves on a circular cylinder.
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Figure 2Q Sketch of the numerical domain applied for computationsiofti-directional irreg-
ular waves. Relxation zone of outer flow solver is indicatgdhe region of shaded grey and
has a total length of.8 m. Coupling zones between the two solvers is indicated dsscstripes
and both have a length of30 m. The diameter of the cylinder wBs= 16.4-102 m.

Therefore, the domain decomposed solver has the potenmtigiscribe the forces on monopile
foundations of offshore wind turbines from realistic seas.

3.4 Higher-harmonic “ringing” loads from steep regular waves

In this section higher-harmonic “ringing” loads from steegular waves on a flat bed are
investigated. In particular, the influence of the relativaev depth and the dimensionless wave
height is considered. The numerical computations were eoeapto forces estimated by the
force formulation of Rainey1995.

The chosen wave parameters are typical for the location ofopite foundations for offshore
wind turbines and are summarized in table 5. As the compmuistivere carried out with di-
mensions both dimensional and non-dimensional paramaterssted. An extended study in-
cluding the effect of the relative cylinder diameter and @saurrent interaction is summarized
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Figure 21 Snapshot of the free surface elevation computed by thexpat@ow solver at time
t=15s.

Figure 22 Snapshot of the free surface elevation computed by theakt&tbkes solver at time
t=15s.

in Paulsen, Bredmose, Bingham & Jacobgl3 and Paulse2013.

The incident waves were all computed according to the futliglimear stream function theory
of Fenton(1988. The free surface elevation of the undisturbed incidentesaare presented
in figure 25. The waves are group according to their wave saesphere indicated by the ratio
H /Hmax, WhereH is the wave height anlmax it the limiting wave height for given wave length
and water depth, see Willian$981), Fenton(1990.

In the figure, a great similarity in the width of the wave crissbbserved despite the different
water depths and wave steepnesses. The wave crest is hewddegithe time between zero-
crossings. Further, it may be noted that a direct correidiietween the steepness parameter,
-1 and the temporal curvature of the wave crggt,is observed.

Hmax’

The depth integrated inline forces for the computationspaesented in figure 26, panel a-c.
Here the inline force is normalized with the maximum inlimede for each computatiofyax,
and aligned with a zero down crossing at time 0. For reference, the normalized maximum
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(b) Measured and computed free surface elevation at thédoaattwave gauge 19x;y} = {7.95;000}.

Figure 23 Measured and computed surface elevation at the locatisrae¢ gauge 15 and 19

respectively.
3.0 T T T
Experiments _—
25 : OceanWave3D + OpenFoam - 1
2.0 i
15 A

Inline force; F/pgAD2

Inline force; F/pgAD2

34

o /\\
YN s ] \\
\

AV A PR Y A
A NrAN AN SN B
\_/ \ NN VS

os| W7 U

5 J N

/Y
E v v W W
-1.5
0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0
Time; t [s]
(a) Measured and computed inline force on the cylinder.
Exper'iments ' —

0.8 OceanWave3D + OpenFoam -+ T

0.4 r\ - N ™

-0.8
0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0
Time; t [s]
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Figure 24 Measured and computed horizontal forces on the cylinder.
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H/Hmax | b H T L DJ kh kR10 Re10 KC
- m m S m m - - - -

20 843 1360 1885 60| 0.67 100 197 1119
25 1002 1270 1885 60| 0.83 100 206 1090
0.6 30 1135 1210 1885 6.0 1.00 100 213 1075
35 1244 1167 1885 6.0 | 117 100 245 1184
40 1329 1134 1885 6.0 1.33 100 225 1065

20 983 1338 1885 60| 0.67 100 247 1374
25 1169 1252 1885 60 || 0.83 100 258 1345
0.7 30 1324 1193 1885 6.0 1.00 100 267 1327
35 1451 1152 1885 60 | 1.17 100 274 1317
40 1551 1122 1885 6.0 1.33 100 281 1312

20 1123 1315 1885 60| 0.67 100 305 1669
25 1336 1231 1885 60| 0.83 100 320 1640
0.8 30 1514 1175 1885 60| 1.00 100 331 1620
35 1658 1135 1885 6.0 1.17 100 340 1608
40 1773 1106 1885 6.0 | 1.33 100 347 1601

Table 5 Parameters for the incident waves. Th~e dimensionlessnedeas are defined as: Re
@ andKC = umaxT /D. For all computation&r = 0.

inline forces are shown in panel d, as a functiorklb&ndH /Hmax. For the normalized maxi-
mum force a clear dependency on the rétitHmayx is seen, wheredgyay is seen to be almost
independent of the relative water depth, for a fixed wave height.

With the chosen alignment and normalization, a remarkahbiéasity in the temporal devel-
opment of the force time histories, is seen. Within each pémeeforce time histories for all
water depths almost collapse into a single curve in the timervals between maximum and
minimum loading. These time intervals correspond to thaegge of the wave crest, defined as
n > 0, and are indicated in the figure by regions of shaded grey.ifidicated time intervals
aret\/gk= [—1.03;034], t\/gk = [-0.86; 040 andt./gk = [-0.69;05]] for the waves with
H/Hmax= 0.6, H/Hmax = 0.7 andH /Hmax = 0.8 respectively. Note that the duration of these
time intervals decreases slightly with increasing valufeld tHmax and that a relative forward
shift in time occurs. The similarity within each of the intals can be ascribed to the similarity
of the incident waves, as documented in figure 25. An impbowaservation from the figure
is that the relative water depth is shown to be of little digaince in respect to the normalized
inline force.

The effect of the wave height on the force time history becomédent by cross-comparison
of the three upper panels in figure 26. Of special interestaschange in loading pattern after
the wave crest has passed the cylinder, i.e. the time peftiadtae grey region. For increasing
values ofH /Hmax, @n additional local force peak is seen to build up closend, during, the
time of minimum loading. This additional loading will be egfed to as a secondary load cycle
with duration, T, as indicated by the dashed lines in figure 26b and 26c. Thagitr of the
secondary load cycle can be characterized by the |@&ta|/Fmax, WhereFmin is the minimum
force during the full wave period. It should be noted thas thitio will be affected by other
load effects, such as the viscous drag contribution. Howéveras found to be a robust and
straightforward measure of the strength of the secondaxydgcle. Strictly speaking, the ratio
|Fminl/Fmax is @ measure of the skewness in the inline force signal ancihtlie nonlinearity.

ForH /Hmax= 0.6, the ratio Fmin| /Fmax Shows a small dependency on the water depth, butis in
general close to one, and no distinct secondary load cyoteaspparent. For the other compu-
tations withH /Hmax € {0.7;0.8}, pronounced secondary load cycles are seer@gl /Fmax
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Figure 25 Curvature and magnitude of the free surface elevationfflerntaves presented in
table 5. Figure (a.1-3) shows the surface elevation Withlimax= {0.6;0.7;0.8}. Figure (b.1-3)
shows the curvature of the waves with/Hnyax = {0.6;0.7;0.8}. In figure (b.4) the curvatures
of the applied stream function waves are superimposed: H-Hmax = 0.6; -+, H/Hmax =
0.7, —--—,H/Hmax=0.8.

drops to 07 and 06 respectively.

From the figures it is evident that the duration of the seconltited cycle is typically 15 of
the wave period or shorter. A similar duration was found by&2002) for steep waves. This
implies that the force-contribution from the secondarnydlasicle will occur within the range
of the fifth harmonic in a Fourier decomposition of the inlfoece and is thus out of reach for
the classical ringing theories (Faltinsen e{(4895, Malenica & Molin (1995), which predict
the third-harmonic forcing. While the secondary load cysl®ften directly associated with
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Figure 26 Figure a-c: Time histories of the depth integrated inlioecé grouped by the wave
steepness. Notice that all curves have been aligned withoadoevn crossing at time= 0.
Figure d: Maximum inline force as a function of the water thequbd wave steepness.

ringing, the secondary load cycle is here rather seen agi@ator of a highly nonlinear local
flow around the cylinder. A thorough discussion of the physa&lated to the secondary load
cycle is presented in Paulsen, Bredmose, Bingham & JacdB8é4s).

To complete the discussion of the influence of water depttwaave height, the higher-harmonic
force components for the computations are considered. dimpated higher harmonic forces
are compared to results from the extended Morison equafi®taimey (1989 and the third-
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order theories of Faltinsen et £1.995 and Malenica & Molin(1995. In the Morison equation
a drag coefficient o€p = 0.95 was estimated from Sumer & Fred4@€06); although it was
carefully chosen, it should be stressed that it is only amesé. The results are shown in figure
27, where the magnitude of thjéh harmonic force was normalized lptgA’lD@*j), whereA;

is the leading order wave amplitude.

The normalized first harmonic force is seen to decrease \eithedising water deptth. This
behaviour is partly due to the decreased wetted area of tiieley and partly due to the waves
being more nonlinear in shallow water. The dependency orwinee height is weak, as all
curves collapse into a single curve, independentl gfimax. This confirms the normalization
with A; and shows that the leading order component of the wave fenaeli predicted by the
Morison equation.

For the second-harmonic force an increase in magnitudeeis feg decreasing values &h.
This is consistent with the fact that waves are more nontimeiatermediate and shallow water
depth, which implies an increase in the higher harmonicg®at reduced depth. For all cases,
the computed values of the second harmonic force is smélsr the one predicted by the
Morison equation. However, both methods capture the istngarend and the discrepancies
are mainly small.

Similar to the second-harmonic force, the third-harmooicé increases for decreasing water
depth. Further, the third-harmonic force shows a clear égecy on the wave height, which
indicates that the present computations include more thsrhje leading-order contribution to
the third-harmonic force component.

For kh < 1.0 the Morison equation overestimates the magnitude of tiné kiarmonic force,
whereas the trend seems to be correctly captured for lasjees ofkh. This discrepancy is
attributed to the strong local interactions in the flow ambtime cylinder, which are not present
in the Morison equation.

The deep-water result for the magnitude of the third-haimforce, given by Faltinsen et al.
(1999, is included in the figure as a horizontal dashed (- — —) lihendy be seen that all
the computed third-harmonic forces approaches this depriimit for increasing values of
kh. The solution of Malenica & Molin(199§ is indicated by a red for kh= 1.0. Here an
excellent agreement with the computed valueHoHmax = 60% is apparent. Given that the
analytical theory was derived as a weakly nonlinear pedtiiwh solution, the best match with
the numerical results should be expected for the smalldstaivave heights considered.

3.5 The effect of wave directionality

In this section wave loads from uni- and bi-directional phéscused waves on a flat bed are nu-
merically investigated. Here, a parameter study of the wsagepness and the influence of wave
directionality is presented. The computations are vedidan terms of inline forces and free
surface elevations obtained experimentally by Zang €RalL0 and Zang & Tayloi(20117).

In section 3.5.1, the numerical domain and the incident wave presented. Here, the numer-
ical computations are also validated against the expetmhemeasurements. Then, in section
3.5.2 time histories of the free surface elevation in fronthe cylinder is discussed. In sec-

tion 3.5.3, free surface elevations and pressures on tledeylsurface are presented for the
main wave impacts. The depth integrated inline force andragary load cycles are analysed
in section 3.5.4.
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Figure 27 Non-dimensional magnitudes of higher harmonic forcemftbe numerical model,
the Morison equation and the third order theories of Fadtinet al.(1999 and Malenica &
Molin (1995. For all calculation&kR= 0.1 andFr = 0.

3.5.1 Setup and validation

As part of the Hydrolab programme a comprehensive expetah@ampaign of uni- and
bi-directional phase-focused wave groups were carriedabi@HI, Denmark. For the uni-
directional wave groups, wave loads on a bottom mountedilaircylinder were considered,
whereas wave loads on a circular cylinder with a caissondation was considered for the
bi-directional wave groups. For more information abouttts setup and the experiments see
Paulsen2013, Zang & Taylor(2011), Zang et al(2010, Fitzgerald et al(2012, Ning et al.
(2009. The measurements form this experimental campaign wedb/iqmovided by Jun Zang
and Paul Taylor.

For the numerical investigation, the test basin at DHI, Darkmvas numerically reproduced by
the domain decomposed solver presented in section 3.3.drhaid has a total length of 20 m
and a width of 18 m. A sketch of the numerical domain is preseit figure 28, where shaded
grey indicate the relaxation zone in the potential flow mpddiereas hatched areas indicate
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the coupling zones between the two numerical domains. Asafget paddle signals for the
wave maker is known the waves were numerically generated fyxaondition at the inlet
boundary of the potential flow solver. This wave generatemhhique is discussed in Paulsen
(2013.

The free surface elevation was considered at three losatinrfront of the cylinder, at the
lateral side of the cylinder and behind the cylinder. Thatmns of the three wave gauges are
stated in table 6 and indicated in figure 28.

Az
~ - NI|7
=l x TA NS
— 0.505 m
E \4
1.25m _ 1.25m

Y.

X =wave gauge

g
=l
I y
B —X> B Xe X
B 4.80 m
D 7.80 m =
< 1030m o

X=20m

Figure 28 Sketch of the numerical domain applied for computationsnaiti-directionanl
phase-focused waves.

Wave gauge| 1 2 3

x [m] 755 78 809
y [m] 9.00 859 900

Table 6 Physical coordinates of the wave gauges used for the igedisin of uni- and bi-
directional waves.

For the numerical investigation eleven test cases weraded, representing six different wave
heights and two different wave configurations. The wave titsigover the range from small

40 DTU Wind Energy Report E-0045



linear waves wittk,A = 0.12 to steep nonlinear breaking waves VKA = 0.36, wherek;, is
the linear wave number based on the peak frequencyanthe linear target wave amplitude at
the focus point. The target wave height at the focus pointeitagr created by uni-directional,
hence two-dimensional waves, or bi-directional threeatisional waves. All waves had focus
point atxg = 7.8 m and a peak frequency df = 0.49 Hz. A complete list of all cases are
presented in table 7. The computations were carried out@istant water depth é&fh = 0.63,
which corresponds to intermediate water depth and is ty/facéhe location of offshore wind
turbines. Further, it may be noted that the incident waveewé the “NewWave” type, see
Cassidy et al(2001). The “NewWave” wave group gives the statistically most @tole shape
of an extreme event, with the limitation of linear wave thedtere, the free surface elevation
is given by the following sum

N
nix,1) = % Zl [Shn (wn)dw] cos(knX' — wnT) , (10)

wherek, is the wave number af’'th componentq is the crest elevation at the focus point,
Sy (n)dw is the surface elevation spectrum, with standard deviatiandx’ = x— X is the
distance of the focus point relative to the initial position

The bi-directional waves were created by two wave trainpagating towards the focus point
with an angle oft-20 deg to the principal axis. In figure 29, snapshots of théstmdbed free
surface elevation of the bi-directional waves are showthdérupper panel, figure 29a, the wave
group is shown at an early stage and the bi-directionalitthefwaves is clearly seen. In the
lower panel, a fully developed wave group is shown at the tiffecusing.

koA fo/\/0kp Xo[m] Z[deg] Note

1 0.12 0.14 7.80 0 Validation
2 012 0.14 7.80 +20

3 0.18 0.14 7.80 0

4 0.18 0.14 7.80 +20 Validation
5 024 0.14 7.80 0

6 024 0.14 7.80 +20

7 0.30 0.14 7.80 0

8 0.30 0.14 7.80 +20

9 033 0.14 7.80 0

10 0.33 0.14 7.80 +20

11 0.36 0.14 7.80 +20

Table 7 Wave properties for multi-directional phase-focused egav
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Figure 29 Free surface elevations of the undisturbed bi-directigaes. Upper panel: Initial

wave trains. Lower panel: Wave focusing.
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3.5.2 Time histories of the free surface elevation

In figure 30, the time histories of the free surface elevatibthe lateral side of the cylinder
are presented for the uni- and the bi-directional wave gsaappectively. In the upper panel,
the free surface elevation from the uni-directional wavaugs are presented, whereas the free
surface elevation from the bi-directional wave groups aes@nted in the lower panel. For the
uni-directional waves, a distinct phase difference betwbe largest waves in the wave group
is clearly observed. This is caused by nonlinear dispergiariear misalignment between the
wave signals is observed for 42t < 44. This phenomenon is most likely related to second-
order free spurious waves from the linear wave generatibes@& small unbound waves with
frequencyf = 2f,, travel slower than the main wave group and hence arrivedathe cylinder.

For the bi-directional wave groups, presented in figure B0ith the effect of amplitude dis-
persion and the second order free spurious waves are oldselowever, as the incident waves

were less steep prior to the focus point, nonlinearity is legportant and both effects are less
pronounced.
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Free surface elevation; /A
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(a) Unidirectional phase-focused waves.
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Free surface elevation; n/A
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(b) Bi-directional phase-focused waves.

Figure 3Q Time histories of the free surface elevation at the locatibwave gauge 2, located
at{x,y} ={7.80,8.59} m.

For both the uni- and the bi-directional waves it may be ndtedia rise in the crest and trough
elevations is seen for increasing wave steepnesskyAti> 0.33. Beyond this steepness wave
breaking starts to decrease the wave height.

In figure 31, the maximum crest elevation of the uni- and thdit@ctional wave groups are
presented as a function of the wave steepness. The creatiefesare here considered at the
location of wave gauge 1. First it may be noted tkais the linear wave number and hence
constant for all the waves presented here. Further, thé @mation should, in a linear sense,
be proportional to the wave amplitudeSo, the observed increase in the non-dimensional crest
elevations is entirely a consequence of nonlinearity. Heve nonlinear effects are expected
to be significant: First, the free surface elevation is adersd upstream of the focus point, and
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hence the crest elevation is not at its maximum. As the waveliurde increases the focus
point moves closer to the wave maker due to amplitude digperkslereby, the observed crest
elevation, at the location of wave gauge 1, increases. S#gdhe wave set-up observed in
figure 30 is also influencing the maximum crest elevation ie@inear way. Surprisingly, the
increasing trend of the maximum crest elevations is seee tmbar for both the uni- and the
bi-directional wave groups. Naturally, this trend breakwd as wave breaking starts to occur
for kpA > 0.30.

125 nidirectional —K—

1.20 t Ml
115
1.10
1.05
1.00
095 +
0.90 +
0.85

Crest elevation; n . /A

0.1 0.15 0.2 0.25 0.3 0.35 0.4
Wave steepness; kPA

Figure 31 Maximum crest elevation in front of the cylinder at the Itoa of wave gauge 1.

3.5.3 Selected snapshots of the wave impacts

Snapshots of the free surface elevation and the dynamisymessp*, on the cylinder surface
are presented fdtA = {0.30;0.33} in figure 32 and 33. The dynamic pressure is defined as
the total pressure with the following linear hydrostaticreation

p* = p+pgz (11)

herep is the instantaneous density of water and air respectiVélig is a linearly consistent
correction forz < 0 but pressures in the intervag [0;n] will be enlarged.

Infigure 32, the impacts from the wave groups with a steepofdg#\ = 0.30 are presented. For
the uni-directional wave group a violent wave impact fromeambreaking wave is observed.
It may be noted how the free surface elevation at the wave isredmost vertical at the time

of the wave impact. Here, a significant wave run-up is obgkatethe upstream side of the
cylinder. At the downstream side of the cylinder a hole isategd due to the blockage of the
cylinder. This hole is about to be filled by the diffracted waropagating around the cylinder.
As discussed in Paulsen, Bredmose, Bingham & Jaco{#&t8), this might generate a low

pressure at the downstream side, which is then be obsenadexondary load cycle. Due to
the steepness of the wave, a slamming like impact is obsefveslintroduces a high pressure
zone beneath the free surface at the time of the wave impact.

For the bi-directional wave impact, shown in figure 32c, theikectionality of the incident
waves is clearly seen. The incident wave trains have crosséte center of the domain and
the angled wave font is seen in the foreground of the figuréamt of the cylinder, the two
waves have interacted and a steep wave front moving pemédadio the cylinder is observed.
Again, a significant wave run-up at the upstream side of thi@asr is seen, with a distinct
hole at the downstream side due to the blockage effect.

In figure 33, snapshots of the free surface and the dynamispres on the cylinder from
the very steep wave groups wikpA = 0.33 are presented. The wave impact form the uni-
directional waves seems less violent than the one presanteplire 32a forkyA = 0.30. This

is related to the wave breaking filter applied in the outeeptél flow model, see discussion
in Paulser(2013.

44 DTU Wind Energy Report E-0045



re  Time: 38.60

3000

e SRS L

(a) Unidirectional wave impact: Free surface (b) Unidirectional wave impact: Dynamic pres-
sure

D i BEO Time: 38.70
HiE i \-;\ E——

3000

SERE

(c) Bi-directional wave impact: Free surface (d) Bi-directional wave impact: Dynamic pres-
sure

Figure 32 Snapshots of the free surface elevation during the imgfaecumi- or bi-directional
wave group respectiveli,A = 0.30

For the bi-directional wave group a slamming type wave imp@seen, with a steep almost
vertical wave front hitting the cylinder. The wave is onlyebking at the center of the domain,
where the two wave trains are focusing. In the free surfagemea high local pressure is seen
at the center of the cylinder and a significant wave run-ujpseoved at the upstream side. This
type of wave impacts is a clear design driver for offshorecttires as foundations for offshore
wind turbines. The high local pressure in the free surfaceezgives a high bending moment
at the mud line and further, due to the impulsive type loadthg structure is exposed to a
broad-banded excitation force which might introduce dtriad resonance. It is of particular
concern that this type of wave impacts are expected duriolgn storms where the turbine
is in parked position and the aerodynamic damping is lows Itriportant to notice that this
wave impact is more violent than any of the uni-directionaé®. So, in the present example
applying uni-directional waves for design calculationsx@-conservative in terms of peak
loads and bending moments.
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Figure 33 Snapshots of the free surface elevation during the imgauai- or bi-directional
wave group respectivelit,A = 0.33

3.5.4 Inline forces

In figure 34, the time histories of the uni- and the bi-directl wave groups are presented. In
the upper panel the inline force from the uni-directional/@sare shown, whereas the force
from the bi-directional ones are presented in the lower pdin@ay be noted that all forces in
they—direction were zero due to symmetry of the incident waves.

In general, the force time histories follow many of the saraads as were observed in the time
histories of the free surface elevation presented in figlse23

In figure 35, the peak forces are presented as a function efdkie steepness for the uni- and
bi-directional wave groups respectively. Here the peagdsmare normalized lygAD?, where

it may be noted thatgD? is constant, so the normalization is a linear functioAdfor the uni-
directional waves a small almost linear increase in thediarensional peak forces is seen for
kpA < 0.30. This trend is destroyed f&pA = 0.33 due to early onset of wave breaking. For the
bi-directional waves an almost exponential increase irptak forces is seen. Most significant
is the increase frork,A = 0.30 tok,A = 0.33, where the non-dimensional peak force is seen to
increase by as much as 25%. For the steepest bi-directiaa withk,A = 0.36 early wave
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(b) Force time history of the inline force from bi-directidqénase-focused waves

Figure 34 Force time history of the inline force from uni- and bi-dit®nal phase-focused
waves

breaking becomes an issue and the peak force is slightlgeedhe substantial increase in the
peak force, observed when the wave steepness is increase A = 0.30 tokpA = 0.33, is
rather related to the change in impact type than the incdemaee height. For the bi-directional
wave withkp,A = 0.30 a steep but non-breaking wave is hitting the cylinder,rehg the wave
group withkpA = 0.33 gives a slamming type impact from a breaking wave.

nidirectional —K— |
1.10 | [Bi-directional ——

Peak inline force; FmaxlpgAD2

0.1 0.15 0.2 0.25 0.3 0.35 0.4
Wave steepness; kpA

Figure 35 Peak inline forces at the cylinder for uni- and bi-direnibwave groups respec-
tively.

When comparing the peak forces, presented in figure 35, witlp#tak crest elevations, pre-
sented in figure 31, two different trends are observed. Mogtrsing is the observation that the
crest elevation for the uni-directional wave wighA = 0.30 is larger than the bi-directional one,
whereas the peak force from the bi-directional wave is flijglarger. This is particularly in-
teresting as the wave impact form the uni-directional waenss more violent than the impact
from the bi-directional wave group, see figure 32. This obetgon indicates that wave direc-
tionality may increase the ultimate wave loads even for extneme cases. To investigate this
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further, the depth integrated pressures on the wetted ptre @ylinder surfaces are presented
in figure 36. As seen from the figure, the spatial distributidthe depth integrated pressures
is similar for the uni- and bi-directional wave impacts, iulgb the magnitude is slightly larger
for the bi-directional one. This indicates that a substdpiart of the force comes from beneath
the free surface region and that the bi-directionality éases the force.
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Bi-directional x
135 45
XX, x%&"a@%m&a
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180 0 0
Sodseng, M
22 315
270

Figure 36 Depth integrated dynamic pressures on the cylinder fouttieand bi-directional
wave groups wittk,A = 0.30. The time corresponds to the time of peak loading. Theafnit
the radial axis is Newton.

3.6 Summary

A one-way domain decomposition strategy between a fullyinear potential flow solver and a
fully nonlinear Navier-Stokes/VOF solver has been fornedaThe one-way coupling strategy
was shown to be a promising alternative to the complicatedraefficient two-way coupling.

The domain decomposed solver has been carefully validagethst experimental measure-
ments and in this report two test cases are presented.regsiar waves on a sloping bed were
considered. Here, both the free surface elevation and tine iforce were seen to be in agree-
ment with the experimental measurements. Secondly, minéictional irregular waves on a

sloping bed were considered. For this test case the enttlvshwater basin at DHI, Denmark

was resolved by the potential flow solver and a confined volarmend the test cylinder was

described by the Navier-Stokes/VOF solver. Despite thgel@omputational domain and the
complicated physics, which includes both wave breakingremmdinear wave-wave interaction,

a good agreement between the numerical computations arnekffegimental measurements
was seen. For further validation see Paulg13

Higher-harmonic “ringing” wave loads from steep regulaves were investigated. Special
attention was paid to the temporal development of the nazethinline force. For the chosen
set of wave parameters the wave steepness was shown to @ gtverning parameter,
whereas the normalized inline force was shown to be indegrgraf the water depth.

The magnitude of the first three harmonic forces were congpatel compared against the
Morison equation and higher-order wave load theories. li®fitst and second harmonic forces
a fair agreement between the computations and the Morisaetieq was seen. The computed
third-harmonic forces were shown to be in agreement withthive order solutions of Faltin-
sen et al(1995 and Malenica & Molin(1995, whereas the Morison equation was shown to
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significantly overestimate the magnitude of the third hariméorce forkh < 1.

The investigation of strongly nonlinear wave loads wasrkée to include uni- and bi-directional
waves. In time histories of the free surface elevation maar effects from amplitude disper-
sion and spurious second order waves from the linear waverggon were observed. Further,
a linear increase in the non-dimensional crest elevatiasskhown as a function of the wave
steepness for non-breaking waves.

For the steep phase-focused wave groups, slamming typeisware observed, with a high
local pressure in the free surface region. These high loesspires have the potential to in-
troduce local buckling in the steel monopile towers andherrtgives rise to a high bending
moment at the mud line. This type of wave impacts are cleagdesivers for foundations of
offshore wind turbines and should be of major concern.

For the non-dimensional peak force a mild linear increase stewn for the uni-directional
wave groups, whereas an almost exponential increase wasvedsfor the bi-direction wave
groups. This may partly be related to the impact types, llitates that directionality may be
important for ultimate wave loads. Due to the reduced wagéthdf the bi-directional wave
trains prior to the focus point, offshore wave breaking wassoved for a greater steepness than
for the uni-directional waves. Hence, a larger and moreewviblvave impact could be created
at the focus point.

For the steepest non-breaking waves, secondary load cyees observed and they were,
again, associated with a downstream circulation zone dalngdocal flow interaction. This
confirms the observations made for regular waves in PauByedmose, Bingham & Jacobsen
(2013 and Paulsel2013. Further, it was shown that wave breaking reduces localadiffon
around the cylinder and hence the mechanisms driving ttendecy load cycle.

3.7 Suggestions for further work

The domain decomposed solver has great potential for fuapglication. It can be used di-
rectly to benchmark simpler methods for computation of wiaagls. Further, the numerical
method itself can also be developed further. Suggestiarfsifiher work, that will be of value
for cost-reduction of design is

e Numerical quantification of 3D load effects for storm waveathwhe purpose to establish
reliable statistics for the consequence of wave directigrfar the extreme wave forces

e Incorporation of the viscous boundary layer in the compomst and assessment of the
associated load effect

e Further validation of breaking wave loads. This would imedetailed comparison to
measured pressure fields

e A detailed assesment of higher-harmonic loads and congpéresdevelopment to the
load theories of Faltinsen et §.995 and Rainey(1995

e Assessment of the structural response to CFD-based |loatissteep and extreme waves
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4 Task C(1): Effect of wave nonlinearity for
monopile wind turbines

Signe Schlger (DTU Wind Energy)
with contributions from Henrik Bredmose, Robert Mikkels&tig @ye, Harry Bingham, Bo
Terp Paulsen and Torben Juul Larsen

4.1 Introduction

The structural response of offshore wind turbines is inddoem the combined loads of waves
and wind. A reliable modelling of the structural lifetimeetlefore requires a coupled dynamic
model of the foundation and wind turbine that takes both lmautributions into account. Task

C(1) concerned the coupling of fully nonlinear wave loadthwie FLEX5 aeroelastic model

for determination of structural response and fatigue Idada monopile wind turbine exposed

to fully nonlinear waves.

The NREL 5MW reference wind turbine, Jonkman e{2009, was setup in Flex5. The imple-
mentation was validated against results of the Offshoree@mmparison Collaboration (OC3)
for IEA Task 23 Offshore Wind Technology and Deployment,kinan & Musial(2010.

Next, the impact of nonlinear wave forcing was investigatad compared against the impact
from linear wave forcing. The wave kinematics were caladaby the potential flow model
OceanWave3D, Engsig-Karup et @009. The wave forces were based on Morison’s equation
with the extensions of Rainegfl995. The analyses were both based on static and dynamic
calculations. Based on the dynamic calculations, fatigusyses were also conducted and the
effect from nonlinear wave forcing on the fatigue life of fle@ndation and wind turbine tower
was investigated.

Subsequently the wave forces based on OceanWave3D andoMisrégjuation were compared
against more detailed wave loads based on CFD-calculafitresanalysis was both based on
static calculation and dynamic calculations in Flex5. Tlkaainic response due to the more
detailed wave loads was analysed and compared against tiaenéy response due to wave
forces based on Morison’s equation, which most often is uisédday’s design of offshore
wind turbines.

Finally, dynamic calculations were analysed where the ligisanent between the wind and
waves was included. In situations of misaligned wind andesathe wave loads may dominate
due to the smaller aerodynamic damping in the wave direetiwhthe nonlinear wave effects
therefore be more important. In such situations other tygfedamping are important. The
magnitude of the hydrodynamic radiation damping on a mdaeyas therefore also calculated.
Also a new soil model was implemented into Flex5 to get a beléscription of the soil’s
interaction with the pile displacement and of the soil dargpi

4.1.1 Main achievements
e Application of fully nonlinear wave loads in the aero-elasode Flex5

e Detailed investigation of the effect of wave nonlinearity §tatic hydrodynamic loads for
five selected wind-wave climates

e Detailed investigation of effect from wave nonlinearity @ynamic response and lifetime
fatigue loads
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o Application of CFD-based wave loads in aero-elastic comriais and comparison to
Morison-based wave loads

e Assessment of response-effects from fully nonlinear timeally spread waves
e Investigation of nonlinear wave effects for misaligned @vimave conditions

e Determination of hydrodynamic radiation damping for thgetdeflection shapes of the
monopile

e Incorporation of a soil model with frictional damping eftec

The work is reported in one journal pagg&chlger et al. 2004three conference papd&chlger
etal. 20112012 Bredmose et al. 20)2nd in the PhD-thesis of Schig@013. Here a sum-
mary of the most important results is given.

In the following, the typical response types to wave loa@sdafined. Next, an overview of the
results for validation of the wind turbine setup in Flex5 igeg (section 4.3), followed by the
study of nonlinear wave forcing of the monopile wind turbfaection 4.4). The investigation of
life time fatigue damage from nonlinear waves is describeskction 4.5 followed by the study
of CFD forcing (section 4.6). Section 4.7 provides a desicnipof the wind-wave misaligment

study, the hydrodynamic radiation damping and the incaon of the new soil model into

Flex5. The chapter concludes with a summary and suggestofsther work.

4.2 Structural response to wave loads

The structural response which occur due to the wave foradegends on the properties of
the waves and structure. In the following different typestofictural responses and how they
are defined in the present analysis are explained. Threeoéfponse types are illustrated in
figure 37.

|
e e

Figure 37 Example of springing, ringing and impulsive excitation.

Broadband forcing

The structural first eigenfrequency of offshore wind tudsion monopile foundations is typ-

ically in the range 0.23-0.35 Hz. The peak frequencies ofrtlost common sea states are
therefore smaller than the structural eigenfrequency.higle-frequency part of the spectrum

can however still contain energy at frequencies around teesfiructural eigenfrequency. The
broad band forcing which can occur if the waves contain gnatghe same frequency as the
structure is thus very important in the structural desigms®ffect is linear and can therefore
both occur for linear and nonlinear waves.
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Springing

When nonlinear waves develop energy is moved from the pegkédrecy to lower and higher
frequencies. For very nonlinear sea states it is also pesgildentify smaller peaks at the
higher harmonics, i.e. at multiplies of the peak frequeMiaen the higher harmonics are
close to the structural frequency there exist a larger riskyoamic excitation of the structure.
This type of excitation is happening continuously in timel @defined as springing.

Ringing

Another nonlinear phenomenon which there has been an Bingeéocus on the last years
in the offshore wind industry is ringing. The ringing pheremon is related to intermittent
resonant forcing of the natural frequency from nonlinedividual steep large waves. The re-
sponse increases over some periods, before the maximum igaleached. The phenomenon
was discussed intensively in the 1990s for deep water TLRapld et al.(1997) state that
ringing is a non-Gaussian process. Ringing, though is notfeatt due to breaking waves
or slamming, Faltinsen et a11995. Ringing is oftem associated with a secondary load cy-
cle (Grue & Huseby 2002Krokstad et al. 1998which occur about one quarter wave period
later than the main peak of the force. If the structural feerpy is about 4 times the wave
period this secondary load cycle causes a resonant respamgidder et al(2011) found
that waves with higher harmonics close to the structurardigquency of the wind turbines
resulted in excitation of the tower at its first mode. The tedahydrodynamic forcing that
leads to ringing-response in intermediate and shallowmatexpected to be stronger than at
deep water. This was confirmed by the investigations of Bes#net al(2012 and Paulsen,
Bredmose, Bingham & Jacobs€p013. Ringing is therefore also likely to be important in
the design of offshore wind turbines both in ULS and perhdgs @ FLS. In the standard
DNV-0S-J101(2010, it is said that ringing effects are only important when thes combined
with extreme first order events, i.e. when an extreme wavarauud is therefore related to the
ultimate design. Others on the other hand argue that rifiggelf is a very important effect that
can cause significant fatigue damage on a structure. In #sareh magazine Apollon (Mogt
(2013), John Grue, a professor at Oslo University, claimed tHatiery important that ringing
is taken into consideration.

Impulsive excitation

Another type of response is impulsive excitation, whichusadue to large steep waves and
results in a sudden impulsive response of the structurehndfterwards dampens. An example
is shown in figure 37, where it is seen that the response eperia very abrupt excitation.

This type of response is due to slamming and the responsetdtepend on what frequencies
the energy in the wave has.

4.3 Aeroelastic model for wind turbine and inclusion of nonlinear
wave loads

The 5MW NREL prototype wind turbine on a monopile foundati@s been considered in the
present task. The fully nonlinear wave model, the aerctielasodel Flex5 and the application
of the wave loads within this code are described in the fahow
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4.3.1 Fully nonlinear wave kinematics

The wave kinematics were calculated by the fully nonlineateptial wave model Ocean-
Wave3D, Engsig-Karup et af2009, which solves the 3D Laplace equation for the velocity
potential with nonlinear boundary conditions at the fredasie and the impermeability condi-
tion at the sea bed. The model is based on a flexible-ordee filifference approximation of
the potential flow of non-overturning waves.

The OceanWave3D model was used to calculate unidirectiioealr and fully nonlinear irregu-
lar waves moving up along a sloping sea bed. The waves weceloed by a linear JONSWAP-
spectrum at the generation zone, as described in DNV-O${2000. In this formulation the
peak enhancement factor increases as the Tatig'Hs decreases. The larger the peak wave pe-
riod, Ty, is compared with the significant wave heigHg, the more energy is contained around
the peak frequency in the spectrum.

The linear and nonlinear wave realizations of each seawite generated by the same time
series at the generation boundary. However the linear antinear wave transformation are
different and the significant wave heights are thereforalmmsame at the water depths where
the wave realizations are studied. For a practical apjmicdahe loads would always be based
on a local value of the significant wave height. It was theefidecided to scale the results
of the linear computation such thkk is identical at the position of the structure. Further,
in accordance with DNV-0S-J1Q02010 Wheeler stretching was applied for the linear wave
kinematics to avoid the over prediction of the particle eéies above the mean water level.

A consequence of using a fully nonlinear wave model is thesipdiy of wave steepening to
the point of physical wave breaking. The wave model is onljdvap to wave breaking, and
very steep waves can cause a humerical breakdown. To h&vedleat/e breaking a strong local
filter was applied in the wave model. This is not an attempbtonulate a model for physical
breaking but rather a way to solve the problem with high usgtal accelerations which the
model can not handle. The breaking wave filter was appliedydirae %—‘{V < —1g, wherew is
the vertical particle velocity anglis the acceleration of gravity. Physically it makes goodssen
to assume that the wave is breaking wl%‘p —1gi.e. when the particle experience a “free
fall”. The filter smoothens a 10-point region centered atgbit which exceeds the defined
value.

4.3.2 Flexb

The aeroelastic code Flex5, @996 has been used to model the structural dynamics of the
monopile configuration. To validate the implementationtef NREL 5MW wind turbine in
Flex5 the steady state responses were calculated and caxingitin the outputs from Jonkman

et al.(2009. An example of the comparison is given in figure 38. The respsiwompare well.
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Figure 38 Steady-state responses as a function of wind speed. The figdrom Jonkman
et al. (2009. The “dots” are plotted on top of the figure and are calculdtech the present
implementation.
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The implementation was further validated against resulth® Offshore Code Comparison
Collaboration (OC3) for IEA Task 23 Offshore Wind Technol@nd Deployment, Jonkman &
Musial (2010. Figure 39 compares the Flex5 implementation with threeratbdes for a load
case where both wind and waves are present. The tower moneeverg similar to University
of Stuttgart (SWE) as seen in figure 39a and the inline forceamedturning moment in the
bottom of the monopile are similar to SWE and Risg, figure 33b38t.
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Figure 39 Comparison of load case with a constant wind speed ef 8m/s and a regular
wave with wave heighH = 6s and wave period, = 10s. The aeroelastic codes from SWE
and DONG are also Flex5 while the code from Rise is HAWC?2.

The external forces in Flexb

The external forces in Flex5 are the aerodynamic forces flamwind and the hydrodynamic
forces from the waves. The aerodynamic loads are calculatéde unsteady BEM method.
The idea of the BEM-method is to determine the relative vigldelt by the blades. When this

is known it is fairly easy to determine the lift and drag fa@n the blades and from this the
trust and power. With the unsteady method the dynamics oinitident wind and structural

motion of the wind turbine is taken into account when the dgnamic loads are calculated.

The calculation of wave forces on the monopile is performétin Flex5 by Morison’s equa-
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tion, (12). In the present analysis the Morison’s equatias extended following the work of
Rainey(1989 and Rainey1995,

fizt) =p (2)Cma(zt) + po (2)a(zt) + po/ (2)CW2(z, 1) (U(z 1) — U(z 1)) +
(12)
20CoD (u(zt) — i(z 1) |u(zt) ~ () .

Herep = 1025 n¥/s is the density of water (2) is the cross sectional area of the pit;
andCy, are the drag- and added mass coefficient respectively. Im#ie part of the analysis
the drag and inertia coefficients had the generic valligs- 1 andCy = Cy,+1 = 2. The
horizontal particle velocity and the horizontal partickeeleration are namegdz,t) anda(z )
respectively, while the structural velocity and acceleraare namedi(zt) andi(zt). The
third term in equation (12) is the axial divergence corgtiwhich according to Manners &
Rainey(1992 corrects for the assumption that the cylinder is slendenénvertical direction,
which it is not. The structural acceleratianandyv; is not subtracted from the particle accel-
eration in the added mass term. Instead the subtractiortlisdied in the mass matrix in the
aeroelastic code.

Following Rainey(1995 a final point force was added to the Morison’s equation toee@nt
the change of kinetic energy associated with the change lbdédvarea,

Fo= — 30/ Cril (U(z) — i(21))?. (13)

Hereny is the slope of the surface elevation and represents theeladrthe surface elevation
along the pile-diameter. Raingt999 explains that the pressure in the free surface region
decays over a distance proportional to the cylinder radiugase of a slender body as the
monopile the pressure field constitutes a point load. Thatgoad corresponds to the effect
when a cylinder is dragged obliquely out of water. The waises kinetic energy as the wetted
part of the cylinder becomes smaller. The energy loss regaiforce at the surface intersection.
The axial divergence correction term in equation (12) ardgbint force, equation (13) are
in the following named the “Rainey terms”. The Rainey-tenvese both included when the
linear and nonlinear wave forcing was calculated. In thig was only the wave kinematics
that causes the differences in the linear and nonlinear feaweang.

4.4 Effect of fully nonlinear wave forcing for a monopile wind turbine

The effect of fully nonlinear wave forcing on the structudlghamics of the wind turbine tower
and monopile has been investigated by different analysesepted in Schlger et gR017),
Schlger et al(2012 and Schlgef2013. Here the main results from Schlg@013 are re-
peated. However, in Schlg€2013 the calculated irregular wave realizations were not fully
converged for wave frequencies larger tha®.22 Hz. In the results presented here, the wave
realizations have been recalculated with a smaller gridluésn in the wave model to ensure
a a converged solution.

The effects from the waves on the structure depend strongtii@ properties of the structure.
The tower is wind dominated and is only affected by the watesugh the motion of the

pile. As the monopile itself is relatively stiff comparedttee frequencies of the wave forcing,
it reacts mainly quasi-statically to the wave loads. Thegigwowever, is less stiff and gives
rise to a first natural frequency of typically 0.23-0.35 He tloe full structure. High frequency
wave loads can thereby excite the tower through quasestadtion of the monopile. Next

the monopile will take part in the structural vibration asisted with the first global natural
frequency.
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4.4.1 The wave realizations

Six representative wind speeds,with corresponding sea states as stated in table 8 wagleonsi
ered. In the table the turbulence intensityand the six wind and sea states relative probability
of occurencePRg, are also stated.

Wind and sea state¢  1a 1b 2 3 4 5
Vo (mls) 2 6 9 15 20 28
Hs  (m) 0.99 0.99 1.41 2.57 4.40 6.76
Tp (s) 5.50 5.50 6.17 7.56 9.16 11.41
It ) 0.50 0.24 0.19 0.16 0.14 0.13
Pa () 0.10 0.30 0.35 0.22 0.04 0.002

Table 8 The six wind speeds and corresponding sea states, repatbability of occurrence
and turbulence intensity.

The metocean data was provided by DONG Energy and the waeenkitics were considered
at four different water depths, 40m, 35m, 30m and 25m, taiohetthe effect of the water depth
in the structural analysis. The diameter and thicknesseofhibnopiles were chosen such that
the structural first eigenfrequency whs- 0.27 Hz at all four water depths.

The smallest and largest wind speed is below the cut-in wiegad and above the cut-out wind
speed, respectively, to include situations where the wirtine is parked in the analysis.

For each sea state both linear and fully nonlinear irreguar hour wave realizations were
calculated. The waves were shoaled from a depth of 110 m aweif@erm slope of 1:100.

The structural response due to the waves depends on théusalueigenfrequency and for

which frequencies the waves contain energy. In figure 40 gnesvgpectrum of the linear and
nonlinear wave realization of the third wind and sea stateveater depth of 30 m is shown. It
is seen that the linear wave spectrum contains more spectead)y around the structural first
eigenfrequency of 0.27 Hz. The energy in the nonlinear specat frequencies larger than 0.35
Hz must therefore come from the part of spectrum between@.38Hz. The same observation
was done for the fourth and fifth sea state. It was expectedtiraspectral energy which is

distributed would have been taken more from the peak of tleetsm. This means that it

actually is the linear spectra, which has most energy arttumdtructural first eigenfrequency.
The same result was found for the two largest sea states.
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Figure 40 Power spectrum of the linear (solid) and nonlinear (dapbadace elevation at a
water depth of 30 m for a wave realization wily = 2.44m andT, = 7.56s.
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4.4.2 Morison force on fixed monopile

The linear and nonlinear wave forces are first compared foxeal fimonopile. The analysis
is interesting because it is independent of the structuderepresents a typical load-input to
an arbitrary structural model. In order to compare the liregad nonlinear wave realizations
the probability of exceedance of the positive peaks of thitasa elevation, inline force and
overturning moment was calculated. The peak-values weateds increasing number and
the probability of exceedance calculated.

In figure 41 the probability plots are shown for a water defith & 30m

- T T
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Figure 41 The probability of exceedance of the positive crest sarfelevation, peak inline
forces and peak overturning moments lfioe 30m.o Nonlinear raw datd,] Linear raw data,
— — RayleighyGumbel distribution for linear peaks, — Raylejgumbel distribution for non-
linear peaks, — Gumbel distribution for both linear and nonlinear peakwi< 0.1.
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The curves are fitted with probability density functionseTgrobability of exceedance of the
surface elevation larger thd&h> 0.1 are fitted with the Rayleigh distribution, which is valid fo
linear narrow-banded spectra, while the force and momenfitied with the Gumbel distri-
bution forP > 0.1. The Gumbel distribution is normally used as a model fouesalwhich are
maxima of a large number of independent variables WAFO+Tait¢2011). Compared to the
Weibull and Rayleigh distribution the Gumbel distributi@presented the data best. The linear
distributions are shown with a full line in the figures and tloalinear distributions are shown
with dashed lines in the figures. The extreme data (data wiasha probability of exceedance
smaller thanP < 0.1) for bothn, F andM are compared with the Gumbel distribution. In
general the distributions represent the data well.

The peak values for both the linear and nonlinear realinatincrease with increasing sea state
and the nonlinear peaks are larger than the linear peake aathe probability of exceedance.

To compare the quantiles more directly the ratio betweetinlear and nonlinear quantiles is
calculated for the 0.01-quantiles and shown in figure 42.

100 i
o Ml Ty s,

h=40m h=35m h=30m h=25m

Figure 42 The difference between the linear and nonlinear peakedfiface elevation, inline
force and overturning moment at the probability of exceeddhO1H 1 H2E 3B 405

The quantiles of the nonlinear surface elevation and fosc®-10 % larger than the linear
guantiles, however it is difficult to see any clear trend invitbe ratio changes as the water
depth changes. The similarity between the ratio of the sarfdevation and the inline force
illustrates the linear relation between those two quastiéissociated with an inertia dominated
structure where the dominant force contributon is due toaiteeleration term in Morisons
equation. For the overturning moment there is a more cleadtthat the ratio between the
linear and nonlinear quantiles increases as the wave heigieases. This can be explained by
the fact that the nonlinear load effects are strongest ifrigesurface region where the moment
arm is also largest. For the largest sea state the ratio batthe linear and nonlinear quantile
of the crest elevation, force and overturning moment gdiyedacreases as the water depth
decreases. This is due to the increased nonlinearity forcestidepth.
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4.4.3 Structural response

To understand the difference in the structural dynamicstdlieear and nonlinear wave real-
izations the response of the tower and monopile in the a@stielcalculations was considered.
In the analysis 8 % of damping in logarithmic decrement watkeddo the first eigenfrequency
of the tower and to the monopile to represent soil dampindrdgynamic damping, structural

damping and tower dampers.

The analysis was based on the overturning moment in therbatfdéhe tower and monopile.

Wavelet transformation was used to identify at which fretpies in the times series the energy
contentis large. Wavelet transformation is a method toipeapecial events in a signal both in

time and frequency. In a Fourier transformation it is pdssib investigate at what frequencies
a signal contains energy. In a wavelet transformation iither possible to investigate at what
times the frequencies contain energy.

Figure 43 shows the wavelet transformation of the surfaeeaéibn and the moment in the
bottom of the tower and monopile due to the linear and noalineave realizations for wind
and sea stat8. They-axis shows the frequency and tkaxis shows the time. In this wind
and sea state the wind turbine operates and the arerodyfanciieg and damping is therefore
significant. The wavelet transformations of both the lin@ad nonlinear surface elevation in
figure 43a and 43b contain energy around the peak wave freguén.13 Hz but contain also
energy up to approximately 0.25 Hz. The wavelet transfoionaif the moments in the tower
due to both the linear and nonlinear wave realization, fig@®and 43d, are very similar. The
response is therefore primarily due to the wind forcing dradffects from the waves must be
dampened by the aerodynamic damping. In figure 43e and 43¥adkelet transformations of
the moments in the monopile is seen. The linear and nonlinaeelet transformations deviate
a little more than those of the tower but it is clear that thediforcing also affects the response
in the monopile for example with low frequency oscillatidredow the peak wave frequency.

The figure shows that the effects from the waves are diffiaquitdéentify in the tower when
the wind turbine operates, both because the wind forcingisinating but also because the
response due to the waves is dampened by the aerodynamiéndgritps therefore difficult
to see the effects of the wave nonlinearity in such situatidie monopile is relatively stiff
and exposed directly to the waves. The monopile theref@aesenainly quasi-statically to the
wave forces.

In situations where the wind turbine is not operating, tHea$ from the waves are easier to
identify in the response of the tower and monopile. For wind sea staté the wind speed is
above the cut-out wind speed of the wind turbine. The blacetharefore pitched 87In figure
44-45 a time sequence of the overturning moment in the botfttre tower and monopile due
to wind and sea stateis presented fon = 30m.

Att=1125s and = 1300s the moment in the tower due to the nonlinear wave egalizis
excited. Both excitations happen suddenly due to two largeew and the responses therefore
look like impulsive responses. The linear surface elewatintains a large amount of energy at
t ~ 1330s which excites the moment in the tower. However theorespin the tower increases
slowly and dampens slowly and not impulsive as is seen fondiminear wave realization. The
moments in the monopile have a more quasi-static respomspared to the tower but are also
excited at the same times as the moments in the tower.

4.5 Accumulated effects of the wave nonlinearity through fatigue
life analysis

Fatigue analysis is very important in the design of offshwired turbines.
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Figure 43 Wavelet transformation for wind and sea state

The fatigue analyses have been based both on equivalest doadaccumulated fatigue dam-
age. The equivalent load range represents one load range tvalt for a certain number of
cycles results in the same damage level as the investigateayhof fatigue loads.

The accumulated fatigue analysis is a simple method to stuelaccumulated effects of the
wave nonlinearity over the life time of the wind turbine. hese analyses the relative probabil-
ity of occurrence of the 6 wind and sea states were used.

4.5.1 Accumulated fatigue damage

The fatigue calculations are based on the time series ofetiosal moments in the bottom
of the tower and monopile which are rain flow counted usingntieehod defined in the IEA
"Recommended Practices for Wind Turbine Testing and Evaoa3. Fatigue Loads”, IEA

(2990.

Given aload time series (e.g. for sectional overturning oty the equivalent load randeyg,
is defined by

Leq— ( N&i(S)m> m. (14)

It represents one load range value that for a certain nunfosrotes Neg results in the same
damage level as the original load time series. Hgiig the stress ranges of the cycldk; is
the number of occurence of each stress rangenaiglthe damage exponent of the material.
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Figure 44 Nonlinear and linear surface elevation for the largesssa® and the corresponding
moment in the bottom of the towetls = 6.76 m, Ty = 11.41s,V = 28 m/s and; = 0.13
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Figure 45 Nonlinear and linear surface elevation for the largesssai@ and the corresponding
moment in the bottom of the monopilds = 6.76 m, T, = 11.41s,V = 28 m/s and; = 0.13

The accumulated equivalent load range for several realizatan be combined through

1
Tj
Legacc <ZLC“T> , (15)
where thej’th load case occur the tinlg andT is the total time. This will be utilised to express
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the effect of wave nonlinearity through the ratio of accuated! equivalent load range for linear
a.nd I’]0n|lneal’ Wavd53qac(;|_in/LeqacQNonLin.

The fatigue damage can be obtained from an SN-curve by
e Msi (S "
>=3 (s) =
where(S*,N*) define the SN curve. A damagedf= 1 corresponds to fatigue failure. By com-

bination of (14)—(16), the ratio of fatigue damage of twoss#trealizations can be calculated
through

m
Dacc,Lin o ( Leqachin ) (17)
Dacc;NonLin LeqachonLin

This ratio defines another meassure for the effect of wavérnearity. It differs from the ratio
of equivalent loads by the power of

In figure 46 the equivalent fatigue load ranges for linear aodlinear waves is shown as
function of the water depth for a damage exponentef 5. They are obtained for a reference
frequency of 1.0 Hz.

The equivalent loads decreases as the water depth decie@bes the tower and in the
monopile, because the water column where the wave forcedeactases and also because
the moment arm decreases as the length of the monopile desrdeurther, the diameter of
the monopile also decreases with water depth, which alsdtsaa smaller wave forces. The
decrease is smaller in the tower than in the monopile, beddestower is wind dominated.
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(a) Tower. (b) Monopile.

Figure 46 The total accumulated equivalent load ranges for bothitieat (right) and nonlinear
sea states (left) for all four water depths.

The ratio between the equivalent loads due to the linear antinear sea states is shown in
figure 47. A ratio smaller than 1 means that that the nonliegaivalent fatigue load is largest
while a ratio larger than 1 means that the linear equivakgtigiie load is largest.

In the tower the linear and nonlinear fatigue load is the stonéd = 40m toh = 30m. This
is mainly due to the the dominance of the wind in the tower,daut also be due to the broad
band forcing which was found to be largest for the linear waadizations when the linear and
nonlinear wave spectra were compared in figure 40.

Forh=25m the nonlinear fatigue load becomes larger than therlfaigue load in the tower.
This can be explained by the steep nonlinear wave excitatioch increases as the water depth
decreases.
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In the monopile the nonlinear fatigue load is largest at efitis. However the difference de-
creases with the water depth. At= 40m the nonlinear fatigue load is 4 % larger while at
h = 25m the difference is only 1-2 %. This is mainly because thgaich from the waves to
the fatigue decreases with the water depth relatively toctiribution from the wind. An-
other mechanism which also supports this variation is thiattfe nonlinear wave realizations
more and more spectral energy is moved to higher and lowguércies as the water depth
decreases, which means that the broad band forcing desr&asdhe linear wave realizations
the spectra do not change and the amount of broad band fascihgrefore more constant.

This result shows that the energy distribution in the wawxspm can be very important for
fatigue and that it in some situations can be more importzam the actual size of the wave
forcing, which was largest for the nonlinear wave realimagi

The largest effect of wave nonlinearity is thus seen for tlaopile at a depth of 40 m, where
the equivalent loads was 4% larger than for linear waves cbheequence for fatigue damage,
however, is larger due to the power exponentoin the calculation of damage, see (17).
The ratios for fatigue damage, is therefore shown in figureH&e the damage induced by
nonlinear waves is about 18% larger for the monopile at 40 pthd®ue to the simple relation
between equivalent load ratio and damage ratio of (17),rédrels are the same as in figure 47
for equivalent loads.

It is important to note that diffraction effects are not ddesed in the present analysis. If
the inertia coefficient in the calculations of the hydrodyimaforces was corrected for the
diffraction effects, it is expected that the broad bandifayavould decrease. For example, if
the correction was included for a wave with frequency of G#%0on a water depth of 30 m
the inertia coefficient would be reduced with40 % following the MacCamy-Fuchs-diagram
shown in Sumer & Fredso@006. For a wave of 0.25 Hz the inertia coefficient would be
reduced with~ 12 %. Further, if the correction is only applied on the frees@gin the wave
spectrum, the reduction would be the same for linear andimeanl wave forces. This would
cause the high-frequency waves to be less important in tiguéadamage and could imply
that the larger waves would be more important in the fatigamabe, where the nonlinearity
of the waves is stronger. The MacCamy-Fuchs correction whaapplied in the present study,
though, as it is only linearly consistent.
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Figure 47 Ratio of accumulated equivalent loads for the linear amilinear sea states for all
four water depths.
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Figure 48 Ratio of accumulated fatigue damage for the linear andineat sea states for all
four water depths.

4.6 Aeroelastic response to CFD wave loads

The potential flow model, OceanWave3D, can not handle osr@rig waves. As described in
section 4.3.1 OceanWave3D has a wave breaking filter, wiaikbstout energy if a wave is
close to wave breaking. However this does not model physweak breaking. Also, all the
analyses in section 4.4 and 4.5 were based on the Morisori@guwehere the undisturbed
wave kinematics are utilized. Effects as wave run up on thiedsr and detailed diffraction
are therefore also ignored. One method to handle theses#ee through CFD calculations,
here with an OpenFOAM based solver, which directly comptitesvave-structure interaction
and the pressure acting on the cylinder. The wave forcing f@penFOAM is considered
to be more accurate than the wave forcing based on Oceana@8 Morison’s equation.
It is therefore interesting to compare the structural dyicaresponse based on forces from
OpenFoam and OceanWave3D and Morison’s equation in rel&idhe design of offshore
wind turbines.

The wave realizations were based on a model test carriedt @il see section 6, and was
therefore calculated in model scale. The wave forces an@ Waematics from the calcula-
tions in OpenFOAM and OceanWave3D were afterwards scaltdltecale, before the forces
and kinematics were included in the aeroelastic calcuiatio Flex5. The wave realization
calculated in OpenFOAM was provided by “Task B” and is docotad in Paulse2013.

In the experiment the cylinder had a diametebof 0.164 m and was placed in a water depth
of hey = 0.55m. The waves were generated at a water depih f0.82m. At the downstream
end of the domain, the water depth waé®m. The ratio between model scale and full scale was
1:36.6. The nonlinear irregular wave realizations wereetlamn a unidirectional JONSWAP
spectrum with the target valug$s = 0.23m andT, = 1.38m at the cylinder. The data are
repeated in table 9 both in model scale and full scale.

D (m) heyi (M) hg (M) Hs (m) T ()
Model scale 0.164 0.5765 0.82 0.23 1.68
Full scale 6.00 21.10 30.01 8.3 10.2

Table 9 Experimental data in model and full scale.

The pressure on the cylinder calculated in OpenFOAM was @t gme step converted into
a single vertically distributed force by spatial integoatiof the pressure on the wetted area
of the cylinder. The Flex5 load module was rewritten in ortteread the distributed forces
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from a text-file instead of the wave kinematics. The effedtshe relative motion between
the monopile and the water was accounted for through césretérms consistent with the
Morison equation. This is detailed in Schig2013,

4.6.1 Wave kinematics

The duration of the wave realizations which were compareda0 s. A time interval of the
surface elevation from OpenFOAM and OceanWave3D is condperdigure 49. The two
surface elevations compare quite well. For the largest svéive waves in OceanWave3D are
more steep. This is because the waves in OpenFOAM expergamee wave breaking during
the calculations which round of the waves.

10

— OpenFOAM
— OceanWave3D

- 1 1 1 1 1

520 230 240 250 260 270 280 290 300
t. (s)

Figure 49 The surface elevation from OceanWave3D and OpenFOAM ima thterval with

some large waves.
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Figure 50 The probability of exceedance of the positive peaks in thigase elevation.

In figure 50 the probability of exceedance of the positivekgeaf the surface elevations are
compared. Itis seen that the curves are similar but alsatibaurface elevation in OpenFOAM
has larger positive peaks for all probabilities of exceegaexcept for the smallest probability
of exceedance. So even though for the present example tsis ofethe surface elevation are
more narrow in OceanWave3D they are generally not larger.

4.6.2 Dynamic analysis

Through static analysis where the hydrodynamic forces oted fnonopile based on Morison’s
equation and from OpenFOAM is compared, the optimal valdi¢iseoforce coefficients were
found to beCy = 1.65 andCp = 1 for the present wave realizations.

Generally it can be difficult to find force coefficients thgpresent both the smaller and largest
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waves in the wave realization. The obtained force coeffisighough, were next used in the
dynamic analysis in the calculation based on OceanWave8D/amison’s equation.

In the aeroelastic calculations a constant wind of 30 m/s ewsidered. The wind turbine
is therefore parked and the blades pitched. 8he aerodynamic forcing and damping are
therefore small and it is possible to see the difference éetwthe CFD-forces and Morison-
forces in the response for the tower and monopile.

In figure 51 the probability of exceedance of the positivekgeaf the overturning moments
in the bottom of the tower and monopile are shown. In the mdadpe CFD-force is largest
for probability of exceedance larger than 0.03 while the¢hiargest peaks are largest for the
Morison forces. This can be due to the wave breaking whicluofar the largest waves in
OpenFOAM. This leads to less steep waves and thus smallssfoin the tower the Morison
force is largest for all probabilities of exceedance. Thgdadeviation in the tower between
the two types of forces are believed to be due to the steemfie¢ke waves which is largest
for the waves from OceanWave3D and result in more impulségponses in the tower. This
result indicates that even if the peaks of the hydrodynaorioefls based on Morison’s equation
are correct the dynamic analysis can still result in diffrgectional forces due to dynamic
excitation of the structure.

T T

Z 8 Mouseham

0.01F

0.5 1 15 2 2.5
M (kNm) x10*

(a) Tower.

001} , , , , 0. YN0

M (kNm) x10
(b) Monopile.

Figure 51 Probability of exceedance of the overturning moment irbibitgom of the tower and
monopile.

4.7 Wind-wave misalignment and damping from waves and soil

In order to understand the importance of including wave ineakity in the analysis it is impor-
tant to understand the damping which exist in an offshorawinbine. Aerodynamic damping
is the main damping factor. It exists primarily in the diieatof the wind. When the wind tur-
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bine is parked the aerodynamic damping is small and thetsffieom the waves more important
in the structural response. Besides aerodynamic dampéng #xist other types of damping in
an offshore wind turbine; soil damping, hydrodynamic damgpistructural damping in the
tower and the monopile and tower dampers.

The wind-wave-misalignment is further recognized to be spmeat which could be of great
importance in the fatigue analysis, because of the smaluataf aerodynamic damping in the
direction of the waves. In such a situation it is also impatrta know the amount of damping
which exist from the other types of damping.

In the present task the effect of misalignment on the fatdaraage was investigated for nonlin-
ear waves and the hydrodynamic damping calculated. Alsevasoig model was implemented

into Flex5 to get a better description of the soil’s intei@ttwith the pile displacement and of
the soil damping.

4.7.1 Wind-wave misalignment

The analysis was based on the same six wind and sea statesastpd in section 4.4, but now
the probability distribution for wind, waves and misaligant were included in the analysis
based on data from the UPWIND-projécThe wind direction was for all wind and sea states
in the fore-aft direction while seven wave directions wesesidered; 0 (fore-aft), 30, 607,

9(r (side-to-side), 12Q 150 and 180. The analysis were based on the overturning moments
in the bottom of the tower and monopile in the fore-aft anedintside direction. A sketch of
these two directions is shown in figure 52.

Wind
direction

Figure 52 Sketch of a wind turbine seen from above. In the figure thendigfih of the fore-aft
and side-to-side direction is given.

In figure 53 the linear and nonlinear accumulated equivdigigiue loads are stated as function
of the water depth, both in the fore-aft and side-to-sidealion. The damage exponent is again
m = 5 and the equivalent load ranges are computed for a refefezgpeency of 1.0 Hz.

In the fore-aft direction the fatigue load is only a little alter than was obtained in section
4.5 where the waves and wind were aligned. This is becauseatinénating direction of the
waves is still in the fore-aft direction and because the@aramic forcing results in the largest
contribution to the fatigue damage. In the side-to-sidedlion the fatigue load is smaller than
in the fore-aft direction, because the aerodynamic for@rgmost absent in this direction. It
is further seen that the fatigue load decreases with therdeateh in the side-to-side direction.
The structural dynamics depends more on the wave forceisitle-to-side direction com-
pared to the fore-aft direction, and the wave force contidoudecreases with the water depth
due to the smaller water column and moment arm.

Thttp://www.upwind.eu/
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Figure 53 The total accumulated equivalent fatigue load range floioar water depths. For
each water depth both the load range due to the linear walieatans (left bar) and the
nonlinear wave realizations (rigth bar) are given.

Figure 54 shows the ratio between linear and nonlinear atgnv fatigue loads both in the
fore-aft and side-to-side direction for all four water deptin the fore-aft direction the ratio of
the fatigue load is practically identical to the situatioithaaligned wind and waves.

In the tower in the the side-to-side direction the obtairsttie load with linear wave real-
izations is 5 % larger than for nonlinear wavedat 40m andh = 35m. This is because the
effects of the broadband forcing becomes larger in the tsidsde direction due to the miss-
ing aerodynamic damping in this direction, and the broaditfarcing is largest for the linear
wave realizations. Ah = 30 m, the linear and nonlinear equivalent loads are identibie
for h= 25 m, the linear equivalent loads are 2% larger. The vanatiay be due to combined
effects of increased energy transfer which reduces braad-forcing for the nonlinear waves
and increased steepness and nonlinearity which enharetsatis of the large waves.

In the monopile, in the side-to-side direction, the diffeve between the linear and nonlinear
fatigue load is smaller than in the fore-aft direction. Tisiglso explained through the broad
band forcing which also affects the monopile. As for co+adig wind and waves, this result
shows that the energy distribution in the wave spectrum eaveby important for fatigue and
that it in some situations can be more important than theaasize of the forces from the larger
waves, which were largest for the nonlinear wave realipatio

The associated ratios of fatigue damage, calculated byaiErshown for reference in figure
55. As for the co-aligned case, the damage ratios are largetalthe power exponent af.
The largest effect occur for the monopile at 40 m depth, whiegavave nonlinearity leads to
an increase of about 18%.

A study with larger sea states presented in Schiger ¢2@12 where the wind velocity was
smaller relative to the significant wave height showed thattonlinearity of the waves can be

68 DTU Wind Energy Report E-0045



Foreaft Side-to-side

1.1 : : 1.1
1.08 : : 1.08

< 1.06 : L : 1.06
2 104 e 1.04
S 1.02 SRR 1.02
z 1 : 1
§ 0.98 0.98
< 0.96 0.96
- 0.94 0.94
0.92 0.92
0.9 0.9

40m 35m 30m 25m 40m 35m 30m 25m
(a) Tower
Foreaft Side-to-side

1.1 : : 1.1
1.08 : : 1.08

< 1.06 : L : 1.06
2 104 R 1.04
g 1.02 : : 1.02
zZ 1 o 1
§ 0.98 0.98
< 0.96 0.96
- 094 0.94
0.92 0.92
0.9

40m 35m 30m 25m 40m 35m 30m 25m

(b) Monopile

Figure 54 The ratio between the linear and nonlinear accumulatet/aegut fatigue loads in
case of misaligned wind and waves both in the fore-aft anelieside direction fom = 5.

important for fatigue. In the tower this was seen for sitagiwhere the aerodynamic damping
was insignificant. In a study with misaligned wind and wavks,equivalent fatigue load in the
side-to-side direction was 35 % larger with the nonlineaveveealizations. In the monopile
the nonlinearity of the waves resulted in accumulated edeint loads which were 5-8 % larger
than the linear fatigue loads in the fore-aft and side-tie-siirection. Hence, the effect of wave
nonlinearity for fatigue depends on the metocean data dswéie choice of wind turbine and
foundation.

4.7.2 Hydrodynamic radiation damping

The hydrodynamic wave radiation damping occur when thedatian oscillates and hereby
generates outward propagating waves. The associated wakgyes extracted from the oscil-
lations of the foundation, which is therefore dampened.

To calculate the radiation damping, the program WAMIT wasdudVAMIT is a program to
analyse the interaction between waves and offshore stesctu

The shape functions used in WAMIT to describe the displacgmithe monopile were based
on Flex5’s own shape functions for the monopile.

To calculate the damping ratio, the beam equation was ceresidwith inclusion of the hydro-
dynamic forcing terms
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Figure 55 The ratio between the linear and nonlinear accumulatéguiatdamage in case of
misaligned wind and waves both in the fore-aft and sidetde-direction form = 5.

N
z ((pgz%+Aij)Uj —|—(Bij —|—cij)L'Jj +((E|uxx)xx+CRij)u]‘) =Fj, (18)
=

whereN is the number of degrees of freedom. The added nmfasand the dampingB, are
hydrodynamic forces calculated in WAMIT and are functiohthe angular frequencg. The
hydrodynamic restoring forc€g, is also calculated in WAMIT and is in the present analysis
considered to be zero. The structural m@ssg, and the structural stiffnes@ luxx)xx, are cal-
culated in Flex5. The damping of the structureare set to zero because it is the hydrodynamic
damping which is investigated in the present analysis. Mo@ation forceF represents the
Froude-Krylov force and diffraction forces, Faltins@r993.

The deflectiornu; can be expressed by a shape function and a generalisedreaterdit, z) =
$j(2)aj(t). The two shape functions that Flex5 uses to describe the pilerdeflection were
used. The equation of motion, (18), can further be simplifigdnultiplying each term witl;
and integrate each term along the length of the beamnd reads then

GMd + GKa = —GAd — GBa. (19)

The stiffness matrixGK, and mass matrixGM, is calculated in Flex5 while the added mass
matrix, GA, and the hydrodynamic damping matr&B, is calculated in WAMIT.

The matrices in equation 19 is given by
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0
GM; = [ pastidjdx.

0
GKij = E1di xxdj xxdX,
—h
(20)
0
GAjj :/7hA¢i¢jdX’

0
GB — [ Boidjdx

In the present analysis it is the damping ratio of the stmattfirst eigenmode of the whole
structure which should be found. The equation of motiondfuee has to be solved for the
whole structure; monopile, wind turbine tower and wind tné) which gives 24 degrees of
freedom. The generalised coordinate is therefore a vedtor24 elements, and the full system
of equations of motion is of size 24x24 with the same strecas equation (19). The forcing
from the added mass and damping only exists in the watefor.the two first shape functions.
It is therefore only the first 2x2 elements which are nonzerthe added mass matrix and
hydrodynamic damping matrix,

A1r Aip 0 ... O Bi1 B2 O ... O
Az1 A O ... O Bo1 B2 O ... O

Ghps = 0 0 O 0| and GBpy = 0 0O 0 ... 0 (21)
0 0 0 .. Q0 0 0O 0 ... 0

If it is assumed that the hydrodynamic forcing on the rightchaide of equations of motion
is zero an eigenvalue problem occur with the solutioa x,€“*. The equations of motion for
e.g. the eigen vector associated with the first eigen frequeow read

GM 240{0)7(0 + GK24GoZO = —GA24d'0L(O — GBz4doxO. (22)

Equation (22) is a system of force equations. By multiply@agh term with the transposed of
the eigenvector], the system of equations is reduced to one equation of work

|\7|d'0 + RC(O = —Ad'o — édo, (23)
where

M = xJ GM 24X,

K = X} GK 24,

- (24)

A = x) GA2xq,

B = x) GBaaXq.

Next, these were evaluated fgy of the first natural frequency. This makes it possible towalc
late the damping ratid, and logarithmic decremert,

Z:%’ (25)
2,/(M+ AR

_ 2

6= (26)
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The massM, is calculated in Flex5 without including the added massl@egth, —pCr/ @,
whereC, = 1 is the added mass coefficient. This is done because the atisdrom WAMIT
is added to the mash), in equation (25). The eigen vector are on the other handiledéd in
Flex5 where the added mass is included in the mass matrixder ¢o get a shape which is
identical to the one applied in the standard Flex5 calonreti

The hydrodynamic damping is calculated for four monopitdsar water depths with different
diameters and thickness as stated in table 10. These catfang are identical the ones used
in the fatigue analysis of the previous sections. The dag@Erfound to be largest for the
structural first eigenfrequency whichfs= 0.27 Hz< T = 3.7 s for all the monopiles. In table
10 the damping ratio and logarithmic decrement dampingsis stlated for this frequency.

h (m) 40 35 30 25
D (m) 6.5 6.5 6.3 6.1
t (mm) 94 76 70 64
(%) 0.07 0.06 0.04 0.04
5 (%) 0.42 0.38 0.27 0.25

Table 10 The damping ratio and logarithmic decrement for the founopiles. Note that the
numbers are given in percent, e.g. 0.07%£7 4.

The logarithmic decrement is largest for the largest watmthl because the water column
which dampens the structural displacement is larger awdtad¢sdiameter of the pile is larger. If

the damping of a wind turbine besides the aerodynamic dapgives a logarithmic decrement
of 8%, the contribution from the radiation damping is smal# %) but not small enough to

be insignificant. However the damping was not found to beelagough to incorporate the
radiation damping in Flex5 in this project.

4.7.3 Soil damping by a new soil model

Next to aerodynamic damping, soil damping gives the largastribution to the overall damp-
ing of the wind turbine and the monopile. Unfortunatelysttyipe of damping is very difficult
to model. Today usually only monotongey curves are used to describe the nonlinear solil stiff-
ness in aerodynamic calculations, which describes theimeanl elastic relations between the
lateral displacement of the monopilg,and the soil reactiorp, at a given vertical level. To
model the soil damping a constant damping ratio is usuatijpgied in the aeroelastic model.

To get a better description of the soil's interaction witke thile displacement and of the soll
damping, the soil model of Hededal & Klinkvo(2010 and Klinkvort (2012 was imple-
mented in Flex5. The model offers a description of the cygilie-soil interaction and includes
hysteretic damping from the soil and is in the following nahtlee “Cyclic model”.

The cyclic model

The soil model consists of two forces which are active inedéht phases during a cycligace
and fqrag. In figure 56 the relation between the force in the sbij,and the corresponding
displacement of the piley, during two cycles are shown.

The forcefiace represent the loading phase, when the soil is loaded to a xianteThe pile
pushes the soil and creates a gap behind the pile. The resgsttarts to build up when the pile
reaches the extremities in the gap in each direction, inelicaith & max anddmin in figure 56.

The build-up of the resistance is a linear elastic procéssgghe pile has been in that area
before. The face force becomes active when the soil is lotmlachew extent. The maximum
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Figure 56 The spring element and the relation between the displaceamal the force. Index

“1” refer to the first cycle and index “2” to the second cycle
loading in the two cycles in figure 56 is indicated withax andumin. The build-up of resistance

and loading to a new extent can be described in one equation

(S (X) - ) fu, virgin( ) + S( ) (— fu,virgin(umin) + ks(U - Umln)
for u < amn-+ ot 4 27)
(1 S( )) (fu,virgin(umax) + ks(u - Umax)

f (u) —
° S (%) Fuirgin (u) +
for u > Amax+ ‘AE| fir:g

whereAu is the change in the displacement from previous to the ptasar step and the
therefore indicate whether the change in the displacemsgrusitive or negative. The

term &

\A
slope of the elastic loading is equal to the elastic soilrstisks. The step functiolg indicates
whether the loading of the soil is linear elastic or detedifrom the virgin curve and is given

by
S(X) = ! wher
X = Tremc Where
28
U—Umin  fOr U< Cmin+ A fclfg 29)
Au fdrag

X =
{U—Umax fOI’U>CXmax—|— IAU‘ ks °

If x> 0 the step function iS= 1, if x = 0 the step function i$= 0.5 and forx <« 0 the step
function isS= 0. The larger the parametpris in equation (28) the more abrupt is the change
of the step function from zero to one. According to Hededallgakvort (2010 a typical value

of Bis 1-10° and is therefore used here
73
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Hededal & Klinkvort(2010 used the APK2010 definition of thep —y curves for sand to
define the virgin curvefyirgin. This is the same definition as given in DNV-0S-J12010.
The virgin curve describes the relation between the forecktha displacement, the first time
the soil is loaded to a new extent

Fuvirgin = Asfutanh< Ak;”éu> . (29)

HereAs = max(0.9, 3— %82) is a strength reduction parametér,the ultimate bearing capac-
ity, km the soil modulus parameterthe depth below the sea bed anthe displacement.

When the pile moves in the gap created behind the pile, a drag,ftyag, or friction along
the sides of the pile exists. This process is plastic and thg tbrce is therefore constant.
Klinkvort (2012 found from cyclic tests that the friction was in the range 6f% of the
maximum capacity of the soil. The drag force is thereforewdated as

_ Aty Au
5710 |Ad]

(30)

When the pile changes direction the unloading of the soil climear-elastically. The slope of
the elastic unloading is also equal to the elastic soilrstBkks and the soil force is calculated
as

fs= fs.,old + Auks, (31)

wherefsqiq is the soil force at previous time step.

A detailed description of the implementation of the modeFlax5 can be found in Schiger
(2013. The implementation involved incorporation of a slavedpghfunction to represent the
monopile deflection below mudline.

4.7.4 Dynamic analysis

To investigate the effects of the cyclic model in the aerstgdacalculations, the model was
compared to a nonlinear elastic spring model, which in thieviang is named the “elastic
model”. In the elastic model the soil force is calculatechgsequation (29) as described in
DNV-0S-J101(2010, and therefore follows the virgin curve of figure 56. To comgthe
elastic model with the cyclic model a constant logarithméenghing in the monopile which
represents the soil damping as good as possible was incindibé elastic model. To find
the amount of damping which should be added to the monopilecaydtest where the start
displacement is representative for a aeroelastic calonlatas considered. It was necessary to
add 40 % logarithmic decrement damping to the monopile iretastic model to get the same
amount of damping with the cyclic model. This resulted ingalgthmic decrement of 12 % of
the first structural eigenfrequency. The reason that 40 %ddvae added to the elastic model
is that it is added as viscous damping. Viscous damping dkpen the displacement, and the
displacement of the pile is very small in the soil.

In figure 57 the dynamic response is shown for a wave readizatith a significant wave height
of Hs = 6.75 m and a peak wave period §f = 11.41 s. The wind speed is 28 m/s and above
the cut-out wind speed. The blades are therefore pitchédI87%he figure the deflection of
the top of the tower and monopile and the overturning mometttié bottom of the tower and
monopile is seen for a time sequence where two large waves a725s and ~ 1738s occur
and cause impulsive responses. Both in the tower and in tin@pile the structural first eigen-
frequency is excited with both models. In general both thigedgon and the moment due to
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the two models are very similar. However, in the monopileghtirequency oscillation of 1.3

Hz is observed in the cyclic model and are due to structui@taton by the intermittent onset
of the elastic loading/unloading curve. This high frequeoscillation was only observed with
the cyclic model and was also observed for wind and sea stée® the wind turbine operates.
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Figure 57 The deflection in the top of the tower and in the top of the npilecand the over-
turning moment in the bottom of the tower and in the bottomhef inonopile. Wind and sea

stateb.

The equivalent loads based on the overturning moments battem of the tower and monopile
due to three wind and sea states stated in table 11 wereat@dwbith both models with a dam-

age exponent ah = 5.

Wind and \ Hg Tp It

sea state (m/s) (m) (s) )
2 9 141 6.17 0.19
4 20 4.40 9.16 0.14
5 28 6.75 1141 0.13

Table 11 Wind and sea stat® 4 and>5.
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In figure 58 the ratio between the equivalent loads due tol#stie model and the cyclic model
is shown. If the ratio is smaller than 1, the cyclic model Hessim the largest equivalent loads.
In the monopile the equivalent loads due to the soil-modelagproximately 5 % larger than
those due to the elastic model. This is due to the high frequescillation observed with the
cyclic model. The difference is largest for cdse

m=>5 m=>5
1.05 1.05
= o
S 1 S 1
Q Q
2 )
3 0.95 3 0.95
w w
0.9 0.9
2 4 5 2 4 5
(a) Tower. (b) Monopile.

Figure 58 Difference between the equivalent loads for wind and sai@ 2t 4 and5 with the
elastic model and the cyclic model.

In the tower the difference between the two models are sm&ke wind and sea stazand

4 the equivalents loads are 1-2 % smaller in the cyclic modéleathe equivalent loads for
wind and sea stateare 2 % larger in the cyclic model. The high-frequency oatidhs which

in the monopile lead to larger equivalent loads with the icyelodel is not as pronounced in
the tower, which can explain that the difference betweerethévalent loads are smaller in the
tower. Further, the constant damping in the elastic mode$&d on a representative deflection
from wind and sea staté This damping-value is might be a little too small when the tw
other sea states is considered. This may explain why theaquot tower loads with the elastic
model are largest for wind and sea sta&nd4.

4.8 Summary

Fully nonlinear wave loads have been coupled with the FLE&Belastic model and the struc-
tural response and fatigue loads due to linear and nonlinegyular wave realizations have
been analysed for a monopile-based wind turbine.

The static analysis of the wave forces showed that the neenlimave realizations resulted
in larger inline forces and overturning moments and thatlfference between the linear and
nonlinear forces and moments increased with increasimgfisignt wave height. For the largest
sea state a clear trend showed that the difference betwedinélar and nonlinear wave forces
increased with decreasing water depth, due to the increasdohearity at reduced depth. For
the 1% quantile, the sectional force at mudline from norline@aves was about 10% larger
at 40 m depth than for linear waves. This deviation was tylyidarger for moments at the
mudline. At 25m depth, the nonlinear 1% quantile moment weerly 40% larger than the
linear. More extreme differences occured at smaller pritiiab of exceedance. Here, however,
the results are likely to be sensitive to the wave breakimgrfépplied, which may have lead to
too large waves.

The dynamic response in both the tower and monopile wastigegsd for co-directional wind
and waves. When the wind turbine was operating, the aerodgnfances were dominating
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and much stronger than the forces from the waves, and it whsutli to see a difference

between the response due to the linear and nonlinear wasi@don the tower. In situations

where both the aerodynamic forces and damping were ingignifi excitation of the structural
first eigenfrequency due to high frequency wave loads was. 3¢& monopile reacted quasi-
statically to the wave loads and induced excitation of thecstiral first eigenfrequency with a
significant oscillation of the tower.

The effect of wave nonlinearity for fatigue was quantifieddajculation of the ratio of accu-
mulated equivalent loads. The effect was found to increase water depth. Foh =25 m
the wave nonlinearity lead to an increase in equivalent ktatie bottom of the monopile of
1%, while at 40 m, the effect was about 4%. Expressed in tefrfatigue damage, the wave
nonlinearity lead to an increase of about 18% for the moeagil40 m. This shows that wave
nonlinearity can be important for the fatigue and pointshat hecessity of further investiga-
tions. This is outlined under further work. For the toweg #ffect of nonlinearity was small
and only occurred for the depth of 40 m.

The effects of wave nonlinearity were also investigatedrimsaligned wind and wave climate
for the same six wind and sea states. For the fore-aft dinecthe results were practically
identical to the results for co-aligned wind and waves. Rerdide-to-side direction, the effect
of the broad band forcing increased due to lack of aerodymalainping which amplified the

effects from the waves. The linear accumulated fatigue Inatle tower was larger than the
nonlinear accumulated fatigue load for the two largest ndgpths in the side-to-side direction.
This result shows that the energy distribution in the wawcspm can be very important for
fatigue and that it in some situations can be more importzant the actually size of the wave
forcing, which was largest for the nonlinear wave realizadi

The hydrodynamic damping was calculated in WAMIT and wasitbto be between 0.2 % and
0.5 % in logarithmic decrement. This damping is thereforalsoompared to other damping
effects, however not small enough to be neglected. The dwgripcreases with increasing
water depth.

A cyclic soil model was implemented in Flex5 to investigatevtthe soil affects the response
of the monopile and tower. The cyclic soil model was compaoean elastic soil model with
standardp — y curves and a constant damping factor. The comparison shithaéethe overall
damping from the soil can be represented by a constant dgrtgrim. However, it is necessary
to change the damping according to the conditions that aesiiyated as the damping ratio for
the cyclic soil model is amplitude-dependent. Further is\waen that the cyclic model results
in larger excitations of the structural eigenfrequency.8fHz and that these excitations leads
to larger equivalent loads. For the present cyclic modeal théans, that even if the constant
damping is chosen correctly it may still be non-consereativ use the elastic model as the
detailed and sometimes rapidly varying soil force is nollided in that model

4.9 Suggestions for further work

The results of this task lead to many new and follow up questwhich should be investigated
in further work. The most prevailing questions are mentibbelow.

e An improvement of the wave-breaking description in the wangelel would clear up the
uncertainties in the analyses, when the largest waves asidered.

e The analysis of effect of nonlinearity should be extendedhtdude ULS wave loads
for realistic design load cases and with inclusion of theaigit response. This is very
important as ULS loads are often design-driving. Furthergtatic analysis of nonlinear
wave loads showed that the difference between linear anlihean extreme wave loads
can be very large
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e An incorporation of diffraction effects on the added massfiicient would improve the
analysis. The MacCamy-Fuchs theory is valid for linear vgamaly and was not included
in the present analysis because it was not possible to glisth between the free and
bound waves in the nonlinear wave realizations. Howevés, éxpected that the effects
from the broad band forcing will decrease if diffraction @&kén into account because it
leads to smaller inertia coefficients for the waves in thénHrgquency part of the wave
spectra.

e A more thorough fatigue study should be conducted where foatkcases are considered
in the analysis to investigate the effects of the nonlirigamniore deeply.

e An investigation of prototype scale measured data to déteetringing/excitation effects
from waves would be highly valuable. Ideally, the measuesghonse could be compared
directly to the numerical computations with the present eted

e It would also be interesting to improve the soil model, suut the description of the
full extent of the monopile is included in the calculatioRsirther, the model of Klinkvort
(2012 should be implemented. This model includes the back fillifide soil in the gap,
which most likely will cause more dynamic responses due ilo so

e The analysis has further considered direct applicationkid @ave loads and inclusion of
wave directionality, both with a main focus on quantifyihgioad effects relatively to the
unidirectional wave loads based on the undisturbed wavenkatics. It could be interest-
ing to make more dynamic analysis with the forces from the @Ber to quantify the
apparent load reduction associated with the more detaifdd-@escription of the waves.
A larger analysis of the importance of the multi-directibseas, both linear and nonlin-
ear, should also be conducted, where more sea states argeredsBoth these analyses
can supplement the present study and contribute to the stadeling of the importance
of including the wave nonlinearity in the design of offshari@d turbines.
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5 Task C(2): Influence of nonlinear wave loads
on jackets

Torben Juul Larsen, Taeseong Kim and Anders Melchior HansenDTU Wind Energy)
with contributions from Signe Schlger

5.1 Introduction

In task C(2), a wind turbine mounted on a jacket was invesyavith respect to the influence
of nonlinear wave load contributions. The study was camigidor a stand still situation where
the turbine is stopped and the blades are pitchéd Btk investigated standstill situation is with
waves in a direction directly towards the wind turbine dii@t. Since the blades are pitched,
the aerodynamic contribution was considered very low amddgmamic loads on the tower
were also neglected. This load condition is consideredifigdlevant for offshore turbines

and is known to be problematic for monopile configuratiomgsithe total level of structural,

aerodynamic and hydrodynamic damping generally is verydbstand still.

Investigations were also made for operational conditioitis @0-aligned wind and waves to as-
sess the fatigue effects during situations with stronges-dgnamic damping. An investigation
for operational, mis-aligned wind-wave conditions hasrbesrried out as well.

Even though the structural part of the HAWC2 code is capablmadelling a complex grid
structure as a jacket, the many degrees of freedom (DOHfismymtly slowed down the code.
Several steps was done in order to ensure as fast, yet agcsiratlations as possible. This
included pre-generation of wave kinematics, improvemehtise solver including a consistent
formulation of the added mass from water. Finally, a supemeint method to reduce the num-
ber of DOFs (Degrees of Freedom) was developed. This enabiesderable speed-up of the
dynamic aero-elastic calculations with the jacket streetu

5.1.1 Main achievements

The main achievements of the work are

e Incorporation of fully nonlinear wave loads in the aerostiacode HAWC?2

e Assesment of effect of nonlinear wave forcing on a jacket med offshore wind turbine
in stand-still conditions

o Investigation of fatigue effects from nonlinear wave foigduring operation in co-aligned
and mis-aligned wind and waves

¢ Implementation of pre-generated wave kinematics in HAWC2
e Development of a consistent incorporation of added masgfat HAWC2 solver
e Development of a super-element formulation for the jackbsgucture in HAWC?2
The work has been published in a conference pépmisen et al. 201) and two conference

posters(Larsen et al. 2014, Hansen et al. 20)3An overview of the results are provided in
the following.
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5.2 The HAWC2 model

The structural part of the code is a multibody formulatiosdzhon the floating frame of ref-
erence method as described in Larsen & Har@807), Kim et al. (2013. In the particular
formulation of the code, the turbine structure is subdigigeo a number of bodies where each
body has its own coordinate system. Within each body thetsirel consists of an assembly
of linear Timoshenko beam elements. The nonlinear effddiseobody motion (rotations and
deformations) are accounted for in the coupling constsambetween the individual bodies,
ensuring small deflections within the linear beam elemertss means that effects of large
rotations and deflections are included using a proper sigidlivof a blade to a humber of
bodies. The aerodynamic part of the code is based on the bladeent momentum theory
(BEM), however extended from the classic steady state ihiger to handle dynamic inflow,
dynamic stall, skew inflow and effects from operating in shdanflow. The dynamic stall
model Hansen et a{2004) consists of a modified Beddoes-Leishmann model Leishman &
Beddoeq1986 that includes the effects from shed vorticity from the trajledge Theodorsen
(1939 as well as the effects of stall separation lag caused by &atimsary trailing edge sepa-
ration point. Variations in the induction over the rotorusad by operation in sheared inflow are
described in Madsen et dR011). The inflow turbulence is generated using the Mann model
Mann (19998, which is a non-isotropic full 3D correlated turbulent flowlél corresponding
to the Navier-Stokes solution of a turbulent flow. Tower sivaceffects are included using a
potential flow method. The code verification has been peréadrthrough the Offshore Code
Comparison Collaboration (OC3) and Offshore Code Comgpar{3ontinuation (OC4) under
the IEA Wind Task where HAWC2 results are validated agains¢iohumerical tools such as
BLADED, ADAMS, FAST, FLEX, etc. Popko et a(2012, Vorpahl et al.(2013. The full
system natural frequencies, dynamic loads and displadsrmaes compared in OC3 and OC4.
From the comparisons, it has been shown that the full systguoral frequencies, the dynamic
loads and the system responses obtained by HAWC?2 agree \relbtlier aeroelastic codes. A
full scale validation of simulated and measured wind tuebgad levels have recently been pre-
sented in Larsen et 012 showing a very good agreement. The simulation time is tyjgica
between real time and two times slower than real time depgnain the turbine and situation
analyzed. The wave load are implemented using Morison nde¥harison et al (1950, how-
ever with the inertia terms split up in an added mass corttdbuand a Froud-Krylov part.
Bouyancy is handled by integration of external pressuréritnrions.

5.3 Jacket and turbine model

In order to investigate the influence of nonlinear wave laada relevant and replicable design,
the fictious 5MW wind turbine Jonkma2009 used in the benchmark projects IEA Annex
23 OC3 and IEA Annex 30 OC4 has been used for the modeling oivthé turbine. The
jacket design is also from IEA Annex 30 OC4 Vorpahl ef(2011), which is based on a design
previously used in the European research project UPWINDitne and jacket are sketched
in Figure 59 and Figure 61 (right). The jacket design corigt corner piles interconnected
by 3 sets of braces in X-configuration. The piles are floodddreas the braces are closed and
thereby contributes significantly with buoyancy. The toghafjacket includes a transition piece
to the tower bottom 20m above still water level. This consfsa large volume of reinforced
concrete with a total mass of 660t. This configuration seetyeta heavier construction than
several other jacket designs, however it was chosen foEBA&\nnex 30 project and therefore
also used in this study. The fictitious turbine has a rotomaigr of 126m and a hub height
of 90m. The top weight consisting of nacelle and rotor is 350k still water level is 50m.
A general validation of the turbine and jacket model can habin Popko et al(2012 and
Vorpahl et al.(2013
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Figure 59 lllustration of the jacket and turbine model in HAWC2 usedtfte study.

5.4 Wave loads applied

The significant wave height and peak period and depth arersiowWable 12 and in Figure
60, where the model validity of classical wave theories amderbreaking criteria are also
shown. The wave data was selected to be representative f@svathe North sea and are all
outside the valid range for linear wave theory. It should beed that the wave conditions are
not identical to those of the monopile study of section 4.

Since the focus in this paper is both the influence of extravadd and fatigue loads every
stochastic simulation case consist of three half-hour kitiins, each with different seed input.
The nonlinear wave solution is however computed for sevarals, so instead of choosing
different seeds, different half-hour time windows wereduSghe max,min,mean values as well
as equivalent fatigue loads were calculated as the average wof the three simulations to
decrease the statistical uncertainty.

Table 12 Wave data for the 5 selected wave cases.

Caseno. H Tp kh
1 227 684 52
311 792 35
5.11 10.46 2.2
715 1232 1.6
9.46 14.16 1.3

a b~ wiN
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Figure 6Q lllustration of the wave properties of the five selected avesses.
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5.5 Standstill situation, blades pitched 90°

A set of sensors has been compared for the different load cist of all the wave elevation
was compared in Figure 61 (left). In this figure it is seen #ilathe stochastic models give
identical through levels, whereas the nonlinear irreguiare model shows significantly higher
crest level.

In Figure 63, 64 and 65 the results of the different waves thpa the structural loads are
seen for selected sensors. At the top left is seen the latigdlitower bottom bending moment
just above the transition piece, the axial force in the frigtt leg just below the top X-brace
connection in the K-joint, the axial force in the lower X-beaon the front side and the axial
force in the upper part of the right pile on the back side. Tdeafions of the sensors is also
shown in Figure 61 (right).

The load increase from the nonlinear waves is pronouncedaia to increase the load level
for all the simulated wave cases. For the small significantewzeight the increase in load
level is likely to be caused by "springing” where "ringings seen for the large significant
wave heights. It is however difficult to really identify winetr it is "springing” or "ringing” that
causes the high response for the nonlinear waves, whictlusgrdted in Figure 62, however
it is clear that the structural response occurs when the vgavery steep. The increased load
effect is seen for all sensors on the structure but is espepr@nounced for the tower bottom
bending load and the leg load in the upper part of the sulistreicFor the cases with small
significant wave heights, the increased high frequencyectrih the nonlinear waves seem to
cause a general small increase in loads, which fits very withl thve springing affected loads.
The mechanism is however different for the large signifieegtes where ringing occur. Here
the single large waves in the irregular wave train is of a ntage large enough to excite the
structure and cause large transients after the wave paddiegexcitation is mainly on the
first structural frequency at 0.32Hz and due to the low amotidamping, the vibration levels
become large. Since the turbine is at standstill and theeblace pitched 9Qthe aerodynamic
damping on the structure is minimal, and there is only cbation from damping originating
from the structure, hydrodynamics and soil. In order to $eecinfluence of damping levels,
results was obtained for damping levels between 2 and 10%&ees@d a a log. decrement, see
figures 63 to 65, which represent the expected range of effidemping for a turbine mounted
on a monopile. For all cases a significant increase in loaglseen for the nonlinear wave
loads. The load increase could be to a an increased level adtarfof 2-3 compared to the
approach using linear wave theory. This really indicatanfgortance of these nonlinear wave
situations for sites where steep nonlinear waves occuis,the inner Danish waters.
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: ¢—|F’ile 1 axial force

Figure 61 Left: An overview of the max and minimum wave elevation levier the selected
significant wave heights. Of obvious reasons the irregulareahave higher variation in the
wave elevation than for a regular stream function wave. Tdrdinear waves have same level
of wave through whereas a significant increased wave crest ie seen. Right: Illustration
of the selected load sensors, courtesy Vorpahl e2fi11). Leg 2 is front right towards the
incoming waves, where pile 1 is on the back side.
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Figure 62 Different types of wave excitation on the structure.
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Figure 63 Results using a structural damping level of 2% log. dece Jimulated loads shown
for tower bottom fore-after bending, axial forces in leg 20@ethe K-joint, axial force in the

lower X-brace and the axial force in pile 1. A clear increaséads due to the full nonlinear
loads is seen. Max-Mean-Min loads are shown.
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Figure 64 Results using a structural damping level of 5% log. dece imulated loads shown
for tower bottom fore-after bending, axial forces in leg 2daethe K-joint, axial force in the

lower X-brace and the axial force in pile 1. A clear increaséids due to the full nonlinear
loads is seen. Max-Mean-Min loads are shown.
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Tower bottom fore-aft bending, MAX-MEAN-MIN leg 2 axial force at k-joint position, MAX-MEAN-MIN
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Figure 65 Results using a structural damping level of 10% log. debie Simulated loads
shown for tower bottom fore-after bending, axial forceseig 2 below the K-joint, axial force
in the lower X-brace and the axial force in pile 1. A clear gase in loads due to the full
nonlinear loads is seen. Max-Mean-Min loads are shown.
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5.6 Operation, wave from front

During operation the aerodynamic damping for the tower-fidter direction is significantly
increased compared to the standstill situation. As theadsis significant aerodynamic load
contributions to the substructure, the overall impact efitlave loads and hereby also the wave
kinematics model is expected to be less pronounced duriagatipn than at standstill. A set
of simulations during operation has been carried out to tjiyatihe impact of the nonlinear
wave kinematics for these situations. A wind speed rangiogn f6.7m/s to 23.5m/s has been
associated with the five wave cases shown in Table 12. Thigese shown for the axial force
in pile 1 and leg2 as 1Hz equivalent fatigue loads in FigureTé® difference between linear
and nonlinear wave modeling is smaller than for the stalhggtiation, however a difference
of 10-20% are seen for all cases.

pilel axial force, 1Hz equivalent fatigue load leg2 axial force, 1Hz equivalent fatigue load
2000 — T T T T 2000 T T T

—=— Ireg linear Wheeler m=3 —8— Ireg linear Wheeler m=3
1800 | —@—Ireg non-linear m=3 1 1800 | —®— Ireg non-linear m=3
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k]
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Wind speed [m/s]
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Figure 66 Comparison of 1Hz equivalent fatigue loads during operatiVind and wave rela-
tion is given in table 12. A general difference in load level6-20% can be seen for all wind
speeds

5.7 Operation, Sensitivity of wind-wave misalignment

As the aerodynamic damping of the tower modes are significéingher for the fore-after
direction than for the side-side mode there could be a differesponse if the wave direction
is different than the wind direction. This has been inveggd by changing the wave direction
between 0 and -90 as illustrated in Figure 67. Results are shown in Figure 68re/lit can
be seen that the difference in general is in the order of 2@-28 for the no-misalignment

cases, but the absolute fatigue load level of the differéas is sensitive to the load direction
of waves.
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Figure 67 lllustration of the pile and leg numbering related to windiavave direction.

pilel axial force, 1Hz equivalent fatige load (wind and wave misalignments) leg2 axial force, 1Hz equivalent fatige load (wind and wave misalignments)
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Figure 68 Comparison of 1Hz equivalent fatigue loads during operaéind with wind-wave

misalignment. Wind and wave relation is given in table 12.eheral difference in load level
of 15-20% can be seen for all wind speeds
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5.8 Improvements of HAWC2

In order to improve the simulation speed attention was plgeweral parts:

1. Pre-generation the wave kinematics field for standamhlinvavetrains.

2. Improvements of the solver including a consistent foatiah of the added mass from the
water.

3. Reduction of DOF’s by applying a super element techniguéhfe substructure.

5.8.1 Pre-generation of linear wave kinematics

In the basic generation of wave kinematics for wavetraimsgusimple linear Airy wave theory
it involves a super position of solutions for single-freqag waves. A simple example is eg.
the surface description of the wave elevatipn

ni(t,x,y) = Aisin(wt — kixcosd; — kiysing; + ¢;) (32)
including the notations for timg frequencyw, wave numbek, wave head anglé and location
given by the coordinates in the main wave directioand lateraly. The final irregular wave

surface is given by the summation of the contributions ofititvidual frequencies, denoted
by indexi.

N
ﬂ(tvan)z_;ﬂi(tyxv)’) (33)

Typically the number of wave components used is as minimuwnalgq the number of seconds
simulated, which for a typical 1 hour simulation is then fegthan 3600. Another example,
included here to illustrate the computational requirerserst the wave kinematics velocity
which for a single frequency is a hyperbolic cosine expssi

_ __coshki(z+2)] , . L Lo g _
ul(t,x7y,2)fm75mmq20} A sin(wit — kixcosB; — kiysin®; + i) cog(8)) (34)
which is superpositioned similarly to the wave elevation
N
u(t,x,y,z) = Z\Ui (t,%,Y,2) (35)
i=

The most accurate numerical solution is obtained when thenkatics is calculated in the
calculation point where the final hydrodynamic force is aidted. This is typically between 5
and 10 locations over a structural beam element which fockejsstructure adds up to several
thousand locations. In the default wave kinematics modoleHAWC?2, the kinematics was
evaluated at all locations in all time step, since it wasiogtly applied for floating structures
where the actual location of calculation point could vagngficantly in time, or for monopile
constructions with limited simulation points. For a jackenstruction, this approach however
was noticeably slowing down the simulation time.

In order to speed up the generation of wave kinematics, tipeoaph was to pre-generate
a field of wave kinematic solution a bit similar to how atmospb turbulence is normally
pre-generated in a cartesian grid structure. The solutiotthie many frequency components
is evaluated in the grid points, and the solution could berptlated using a simple linear
scheme for any point in between. Since the velocity profilerahe depthu(z) is a rather
continuous profile it seem to be sufficient with 7-10 evaluatpoints over the water depth
which is way less than the requirement in resolution for therbdynamic calculation points.
In order to handle the varying height of the water profile, a®lbr based relation between
physical coordinates and relative coordinates was alsw. use

Z+ 7y

5_
n(t)
1+ 20

(36)
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If the wave field is calculated either for a monopile condinrcor in case only 2D wave fields
are used it is not necessary to evaluate more calculatiarigptiian for one lateral position
which further reduces the number of evaluation points.

To some extent there must also exist a relation between évat&n as function of time and
location in the wave directior. For atmospheric turbulence this is known as the Taylors hy-
pothesis Taylo(1937, and is based on the assumption that the large low frequerttstes
of turbulence does not change significantly over a limiteddegtice. If this is also a reasonable
assumption for hydrodynamic wave loading it is possiblel$o aliminate the physical dimen-
sionx in the grid structure and only evaluate in the dimensionifaet. A justification of this

is that a 3 dimensional structure as a jacket only coversyaliveited spatial distance compared
to the individual wave lengths included for typical wave cp&. In order to ensure the right
timing of when the wave meet the first part of the jacket carwston until it leaves the last
part it is important to have a sufficient relation betweenetiamd space for a wavetrain. The
problem is that the wave velocity depends on the individualeMfrequency, which means that
long or short waves does not move with the same speed and wadidattion is highly present.
The wave traveling velocity of the individual waves are dedghase velocitywhereas the
velocity of energy of a group of wave components is dengtedp velocity(37). As the group
velocity is also frequency dependent it was decided to usedvave number associated with
the frequency of the peak peridg from the input spectre. In this project, it was found that the
phase velocity based on the wave number for the frequentymgist energy content results in
a fine agreement between an fully updated and a grid basetibsdlor wave trains generated
by a jonswap spectrum. This is illustrated in figure 69, whegood agreement in the timing
of load peaks is seen. The absolute magnitude differs Blighibich is directly caused by the
modulation of waves. If this should be improved, the appinczfca simple grid structure could
be replaced by an approach where the wave kinematic evayatints depend on the topology
of the structure instead. The group velocity used is fronréfetion

kh+ tan(kh) — khtanhz(kh)]

/tanhkh)

1 /9

- 2Vk

(37)

and the phase velocity is

Cph = 1 /%tanl*(kh) (38)

where g is the gravity acceleration, h is the water depth athe kvave number.
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Figure 69 Comparison of fully updated solution and the faster grisidebsolution using either
wave phase or group velocity for offset distances of 0, 10a2® 50m. A perfect match is
seen for an offset distance of 0 m (as expected). For inecrgakstances the match is no longer
perfect, but the timing of the peaks does match, indicatiggad approach using the suggested
method. For small offset distances up to 20m, the differémt¢iening between using phase or
group velocity is very small and it is hard to see which apphaa preferable. For larger offset
distances the phase velocity approach show best agreemtbettiming.
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5.8.2 Consistent handling of added mass in the HAWC?2 solver

As default any external force applied to the structure in HAME included on the right-
hand side of the equations as illustrated in (39). This isnatly a very fine approach for
aerodynamic forces, since these mainly depend on the stalieelocity and therefore induce
a kind of damping (positive or negative) which is normallylweandled by the Newmark
solution scheme in combination with a Newton-Raphsonfti@meapproach for each time step.

M+ CX+Kx = F(t) (39)

In case of hydrodynamic forces being applied to the strectusignificant added mass is how-
ever introduced. This immediately cause a significant eean number of iterations within
each time step and in some cases a lack of convergence alsweatd-irst attempt to include
the effect of added mass was to apply a numeric way to edtadoid added mass matrix based
on small variations of the structural degrees of freedomenadliate the feedback forces from
the hydrodynamics. It did improve on the numerical conveogeand reduced the number of it-
erations within each time step, but still up to 10-20 itemasi occured, which for a already time
consuming simulation of a jacket resulted in very slow penfance and also caused iteration
failures from time to time. It was therefore decided to ddhi tight way, which is similarly
to how the effects of inertia of the general structure is fechdn this way it was possible to
avoid any extra iterations caused by added mass of the wadeglaminated the convergence
failures previously seen.

In the multibody formulation of HAWC2 the floating frame of eeénce method is used, which
means that any point on the structure is described by a setg# totations/movements of the
body it is attached to, and local deformations of the bodglit Fhis is expressed

u=R+A(rc+NcQ) (40)

whereR is the location of the origo of the bod# is a transformation matrix expressing the
orientation of the body; is a vector from the body origo to the initial non-displaceddtion

of the observed point\ is the shape functions of the element to which the point is\eoted
andq is the states of the element nodes.

In order to evaluate the added mass, the associated ad¢imglevha point on the structure is
found by a double integration of (40) with respect to time.

U=R—A[{re} x1]w+ANg (41)

The added mass is evaluated, where the contribution in &seztion coordinates is assembled
to a 3x3 matrixCy . Since the acceleration found in 41 is in global coordinatese coordinate
transformation involvingA is needed.

Q= —ATasCuTas ATl (42)
Finally, the added mass matrix for the body is found by iraégg the hydrodynamic force

components, post-multiplied by the transpose of the Vidisplacement vector, over the entire
body, so

ACS AT ACS, [{rc} x 1] ACHNC
MA:/ —[{re} x 1JCH [re} x1] [{re} x 1JCyNe | dz (43)
L1 sym Nc CFNe

whereCy, = TasCmTas'. SinceA is part of the added mass matrix adds time dependent,
the added mass matrix also becomes time dependent, howeigthe only time dependent
part of the matrix. This means that the added mass matrix twalve updated each time step,
but only by pre- and post multiplication by - the remainder of the matrix is integrated only
once.

DTU Wind Energy Report E-0045 93



5.8.3 Superelement formulation

With jacket constructions and other complex structureslinig many degrees of freedom
(DOF), it is important to ensure reasonable simulationgrenince with respect to CPU time
consumption. In the normal general structural formulattt®VC2 a body typically consist
of a number of beam element interconnected by nodes eachghsixi DOF. For a full jacket
foundation, this is so far modeled as a connection of bods&sguconstraint equations in a
multibody approach as described below. Such a jacket tipicansist of 4 bodies with min-
imum 10 elements (each corner pile) and 32 bodies with a mimiraf 2 elements for the X-
braces. On top of this, a number of bodies are used to reprsepile connection to the soil
as well as the transfer piece for the tower connection. &l tominimum number of 700DOF’s
is not unusual for this foundation type.

It is clear that the simulation time used for a simulationiighly sensitive to the number of
DOF'’s and any method for speeding up the simulation is wetdrthe solution accuracy is
not significantly affected.

The full HAWC2 EOMs are as described in Kim et &2013:

Mg +Cq+Kg+0Og'A\—F = (44)

0
0 (45)

g =
whereM,C andK are the mass, damping and stiffness matrices of the uneamstr system.

g is the algebraic constraint equations afgf A express the fictitious forces required to fulfill
the constraint equatiog= 0. The linearized EOM valid for the small deflectiobg

M;3q+C18q+Kdq+0g" A —8F = 0 (46)
Ogdg = O 47

Since a constraint equation involves multiple states, egnatraint that enforce motion of one
node on a body to be identical to the motion of another nodeethre constraint equation,
which are linearly dependent on other constraint equati®he first step in the reduction is
therefore to solve the linearised constraint equationd ) {or a subse®q, of all the states,

0g. The number of states idg; corresponds to the number of constraint equations and can
subsequently be expressed as a function of the complergeutiasetdqs,, like this:

Ogdq=[ G; G, | [ gg; ] —0 (48)

(49)

A reduction can be performed by solving the constraint pais @ssumed that the state vector
is ordered so that G1 below is invertible):

o
Ogdq = | Gy Gz}{agjo (50)
(8
3q1 = —G1 1G2302 (51)
Hence,
A1
sq=| 2t | = | ~CL7C2 5, = Teoq (52)
002 |
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By inserting 52 in 46 and pre-multiplication by the transpo$Tg, a reduced set of ordinary
2nd order EOMs is achieved:

(Te™T6)8a2+ (TeTCiTg) G2+ (Te K Tg) g2 — T 8F = 0 (53)

This reduced the original number of equations in (44) rougiyla factor of 2.

In the continued search for faster simulation it has beeastigated how the EOM'’s can be
reduced for the multibody system of DOF's by reduction usimgde shape selection. The
shapes that should be chosen will depend on the structuseinifprinciple possible to select
between static shapes obtained as static solutions to anmtiés applied to the structure in
selected nodes or dynamic mode shapes obtained from thevaige problem in (53)aF = 0).
The reduced state vect@y, is assumed to be composed of a linear combination of theechos
shapes:

002 = Tea (54)

where the columns of , are composed of the selected reduction shapesoaisda vector
that contains the new generalized state variables. In dodee able to interface the super
element to other structures we need some "physical” DOF®tple to. If we assume that
these "physical” interface DOFs are located at the top ofréticed state vectd,; and

the other internal states are locateddp,, we can substitute those by the same number of
generalized states on:

an ) =L o ][
Sd, = — 11 ®12 55
2 { 3022 Ty Topp | L 02 (59)

The upper part of the system in (55) is used to findand inserting it back, the final transfor-
mation matrix and combined interface and physical DOFs htained as:

A 0 || e (56)

- -1
TopTori Too=ToprTorn Toro az

To| | =T )

whereq; is the final reduced set of DOFs, where the upper dag1 is the coupling nodes in
physical coordinates and the lower pastis the generalized coordinates.

The total transformation is now given by:
80 =TeTadr =Tqr (58)

and by inserting 58 in 46 and pre-multiplication by the trayee ofT which equalsT T4, the
final reduced set of ordinary 2nd order EOMs is achieved:

(T™™T) G + (TTCIT) dr + (TTKT) g —TT8F =0 (59)

The part that can improve the simulation time significanglythat it is possible to limit the
number of states i, to perhaps the lowest 20 modes instead of operating with rigeal
700DOF+.

In order to demonstrate the performance of the super eleapmbach an example is shown
below. This was originally presented at EWEA offshore cosrfiee in 2013 (Hansen et al.
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(2013) Here a full HAWC2 model of a jacket was condensed to a supenesieé based on 6
static deflection shapes from pertubations of the intenfecke between the jacket and turbine.
The super element results was compared to a full HAWC2 sol®well as a sequential
solution. In the sequential solution, the turbine was medetithout the jacket, but with a
soft element ensuring a correct 1st eigenfrequency of thiertar'he cross sectional forces and
moment in the interface node was then in a separate posgsiageapplied to a static jacket
model. Wave loads are also added to the jacket in postpiogepbase for the sequential
approach. In figure 70 a comparison of cross sectional loeglseen in the interface node,
where a very good match is seen between the three solutioc@mfparison is also shown for
the axial force in one of the piles in figure 71 where the agesgralso fine, but a different load
level is however seen at 1.2Hz corresponding to the 2nd tbemeding mode. This difference
may be due to the limited number of reduced shapes not ingjutiie higher order modes. It
was however tried to use dynamic mode shapes for the jaaket abut that did not improve
the results compared to the static derived deflection shéipmsty also very well be, that the
correct eigenmodes to be used is the jacket modes, but &dras part of global mode shapes
for the entire turbine. This still requires some effort lrefbeing finally solved.

6 T T T

x10° Displacement of interface node (waves only) ‘ Interface node }\

—— Full Jacket only
—— Super element only
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Figure 7Q Comparison of loads at interface node between tower ah@fjas very fine agree-
ment is seen between the original full DOF solution and theeselement approach.
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Figure 71 Comparison of a loadspectrum at one of the support pilemoddig@greement is seen
between the original full DOF solution and the super elenag@piroach, however the response

deviates for the higher order modes for the sequential aperstiement approach. .
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5.9 Suggestions for further work

The present investigations and developments provideghngito wave load effects on jacket
structures. Further, the developments in HAWC?2 enablesleétatudies of the aero-elastic
behaviour with improved efficiency. Suggestions for furtiverk to advance these fields are
e Validation of the jacket wave load models against labosatiata
¢ Validation of the jacket response against full-scale data

e Extended response investigations with a wider set of waweitions

e Further development of the super-element method, incuthie selection of deflection
shapes
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6 Task D: Physical model tests

Henrik Bredmose (DTU Wind Energy)
with contributions from Flemming Schiter, Anders Wedel Nielsen, Hans Fabricius Hansen
and Jacob Tornfeldt Sgrensen

6.1 Introduction

Physical model tests were carried out at DHI to 1) providédagion data for the numerical
models developed and 2) to enable direct quantification géwead distributions and the effect
of various wave parameters. The tests were made with veetticalar cylinders in two scales:
1) at scale 1:36.6 with a rigid cylinder and 2) at scale 1:8Mairigid and a flexible cylinder.
The flexible cylinder was designed such that its first two retirequencies matched those of
the NREL 5MW monopile reference wind turbine Jonkman e{2009. This allowed for a
direct study of wave-driven excitation of structural vitioa, also known as springing, ringing
or impulsive excitation, depending on the wave type thasealit.

Figure 72 Breaking wave impact at scale 1:36.6.

6.1.1 Main achievements
The main achievements of the experimental work are
e Establishment of an all-round data set for wave forces onapiba cylinders, that covers
a wide range of regular and irregular 2D and 3D wave condition

e Measurements of the structural response for a flexible dglinincluding ringing-type
responses

e Successful numerical reproduction of the measurementsaWfFD solver and a com-
bined fluid-structure approach based on a potential flow wavgel and a finite element
solver

The experiments, the setup and the measurement equipnsebéba reported in the technical
report of Schilitter(2013. The experiments, their analysis and comparison to nualeriodels
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have further been reported in journal papers of PaulsemrBose & Binghan{2013, Choi et
al. (2013, four conference proceedings papétsinsen et al. 201Nielsen et al. 201,2Bred-
mose et al. 201,3Paulsen, Bredmose, Bingham & Schlger 2018e PhD theses of Paulsen
(2013 and Schlge(2013, the MSc project of Slabiak & Sahlberg-Nielsg&913 and the BSc
project of Nielsen & Dan{2012.

6.1.2 Limitations

The data set is subject to two limitations which must be takemaccount in its analysis:

e Slope.The slope of 1:25 is not realistic as natural slopes are lysmalch smaller, e.g.
1:1000. This is likely to change the wave conditions towandse plunging-type breaking,
especially at the smaller depths. While this does not prevaidation of the numerical
models, the analysis of the data for design purposes mayfdieted by the steep slope. A
less steep slope requires more space in the laboratorynaAtteely, the scale can be re-
duced or the depth at the wave maker can be reduced. Whileghetion is not feasible
in the wave basin, the two others are undesirable, as thexcéenteduced measurement
accuracy and increases the limitations of first-order wheery for the wave generation.

e Vibrations. Although the rigid structures were built to be stiff, the reg@@ment system
for forces involves some flexibility which in turn introduca natural frequency in the sys-
tem. For the rigid structure at scale 1:36.6, this frequemay approximately 9 Hz while
at 1:80, the stiff cylinder had a couple of natural frequescthe lowest at approximately
7 Hz. Although this is far from the fundamental wave frequerange, steep waves were
able to excite it. This introduces dynamic loads in the messtorce signal which can
affect the measured peak force value and the subsequeetfariation. The effect can be
thought of as un-intended ringing of the structure and casotoe extent be eliminated
by filtering in the frequency domain. This, however, may alsmove parts of the ’true’
force signal and thus leaves an uncertainty on the peaksancgome of the test series.

6.2 Test setup and parameter space

A detailed description of the experiments and setup is plexvby ScHitter(2013. A resungé

is given in the following. The tests were carried out in DHilsallow water basin with a fixed
bathymetry. This is shown in figure 73 and consisted of a stdde25 that started 1 m from
the wave maker and stretched 9 m horizontally to a flat plafEae cylinder was placed 7.75 m
from the wave maker at the slope, or in some tests at the platea

The instrumentation consisted of 21 wave gauges, a 3-coempdorce transducer mounted at
the bottom of the cylinder, a Vectrino velocity-meter pldde front of the cylinder. The 1:36.6
scale cylinder had a diameter of 16.4 cm and was equippedSaptiessure transducers, flush
with the cylinder wall. The 1:80 scale flexible cylinder wasstructed from a 7.5 cm standard
PVC pipe with a wall thickness of 1.8 mm. A photo of both stuwes is shown in figure 74.

The main dimensions of the flexible structure are listed bietd 3. Two point masses of ap-

proximately 1.8 kg were mounted on it to ensure the right retiuequencies. The pipe was

instrumented with five accelerometers, mounted insidettoetsire. Further, the displacement
of the pipe in the inline and transverse direction were meskat the same level as the upper-
most accelerometer.
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Figure 73 Top: Layout of the wave basin. Bottom: Placement of the wgaugges. Wave gauge
9-21 were relocated with the model when it was moved to thigipoat the plateau.

Figure 74 Left: The 1:36.6 scale rigid cylinder. The pressure senaps can be seen protruding
from the cylinder. Right: The 1:80 scale flexible cylinder.

6.2.1 Test matrix

The test matrix covered 2D regular waves and 2D/3D irreguéares. For the rigid cylinder at

scale 1:36.6, tests were made for two depths at the sloperendapth at the plateau. Further,
tests with secondary structures and reference tests widsunement of the waves without
the structure were carried out. The 1:80 tests comprisecpthdat the slope. All tests were
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Lab scale (1:80)

Prototype scale

Douter
Wall thickness

El (estimated)
( (estimated)
Density
height

m

mp

hy

hy

f1

f2

f3

7.5cm
1.8 mm
1026 Nn?
0.017
0.64 kg/m
200 cm
1.786 kg
1.784 kg
160.75 cm
108.75 cm
25Hz

18 Hz

50 Hz

6.0m

0.144 m

4.201010 Nm?
0.017
4.2010%kg/m
160 m
93710%kg
93610%kg
128.6 m
87.0m
0.28 Hz

2.0 Hz

5.6 Hz

Table 13 Data for flexible pipe. Prototype values are indicated fosteference.

carried out with both the flexible structure and a rigid stuoe to enable direct comparison of
the results. The full test matrix is shown in table 14 and 15.
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6.3 Examples of results

Sample results for regular wave tests are shown in figure [éboratory scale. The left panels
show a weakly nonlinear wave measured with the flexible siracat scale 1:80. The right
panels show a strongly nonlinear wave at scale 1:36.6. Batlesvhave a period of 14 s and a
wave height of 11 m, but occur at depths of 40.8 m and 17.2 mentisply (full scale param-
eters). This gives rise to a large difference in their betwaviwhile the 17.2 m wave surface
elevation signal (upper panel) has asymmetric, spiky srastl long flat troughs, the 40.8 m
wave is almost sinusoidally shaped. Similar observatioesrade for the force signals (lower
panels). The weakly nonlinear force signal is almost siidedavhile the strongly nonlinear
force signal show clear asymmetry along with excitatiorhef structures natural frequency. A
low-pass filtered force signal (cut-off frequency of 5 HA &xale) is shown as well and reveals
a secondary load cycle after the main force peak. A similterfivas applied to the weakly
nonlinear force signal (cut-off frequency of 6.5 Hz, lablsgaesulting in a slight smoothing
around the maximum of the force curve.
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Figure 75 Sample results for regular waves in terms of free surfaeeagibn and inline force.
Lab scale. Left: Weakly nonlinear wave for the 1:80 flexidieisture (test 59H =8 m, T =
14 s,h=40.8 m). Right: Strongly nonlinear waves at scale 1:36.6 (téstHl= 11 m, T =14 s,
h=17.2m).
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Figure 76 Sample results for irregular 3D waves at scale 1:36.6 andlladale depth of
17.2 m. Left: test 18 witlds = 4.3 m, T, = 10.2 s. Right: test 20 witlds =8.3 m, T, = 126 s.

Two examples of irregular wave measurements are shown irefigfy, still in lab units. Both
are for 3D waves at the slope at scale 1:36.6. The full scatenpeters wave parameters are
Hs = 4.3 m, Ty = 10.2 s for the left panel (test 18) artdk = 8.3 m, T, = 12.6 s for the right
panels (test 20). The latter test is thus more nonlinear tirafirst which is also evident from
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the larger values of crest wave height and the much stroregge forces. Again, for the largest
wave in the example, the wave impact excites the structuaagal frequency at 9 Hz. Most
of the vibrations are eliminated by low-pass filtering thecésignal (cut-off at 5.0 Hz, blue
curve), which however is seen affect the peak force. Thediltsignal exhibits a secondary
load cycle.

6.4 A probabilistic model for inline force

The measured peak forces for tests 5-8 have been analysedrsefiet al(2012 and a
probabilistic model was fitted to the data. This is summakirethe following. The four tests
are for 2D irregular waves for the cylinder placed on the slapa full scale depth of 20.2 m. A
zero down-crossing analysis was applied to the free sugtssation signal and the maximum
force was recorded for each wave. Figure 77(left) shows batitity plot of wave height for
test 5 and 8, the ones with the smallest and largest wavaseatdsly. For both tests, the
distribution of Forristal(1978 provides a good fit to the data. It should be noted though, that
for test 6 a better fit was obtained with the Rayleigh distidiy see Hansen et 2012.
The scatter plot in the left figure panel shows an almost ptap@l relation between wave
height and peak peak force exists for the smallest wavede wbnsiderable scatter occur for
the larger waves.

Test #1 10
..-—“""—' ————— 8
I% Data 6+ X
I Rayleigh o
--------- Forristall X )
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‘ ) z
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wmtreF i
e ? Test#1: H_=4.6m, T =10.1s
- 27 mo0 p
e o Test#2: H =6.3m, T =10.8s
2 > mo P
I P H E = ]
I )y 4 Test #3: Hmo 8.1m, Tp 10.1s
Test#4: H _=8.5m, T =12.6s
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i i -6 : L !
100 10 1 01 0 5 10 15

Probability of Exceedance [%] H [m]
Figure 77 Left: Probability plot of wave height for tests 5 and 8. RigBcatter plot of inline
force against wave height, tests 5-8. From Hansen €@l29).

An interesting observation was made by mapping the pealks$agiccording to the deep water
steepnesbl /Lo and the dimensionless degifiLg (or d/Lo). Here,Lo = gT?/(2m) is the deep
water wave length for the wave period of the down crossindyaisandg is the acceleration
of gravity. Such a plot is presented in figure 78(left) alorithweontour lines of the breaking
parameteiA for the breaking criterion of God@010 and the Ursell numbddr = HLg/h3.
The Goda breaking criterion reads

Hy :A{l—exp<—1.5nh(1+tan4/39))}‘ (60)
Lo Lo

wheref is the bed slope anfdy, is the breaking wave height. Wave breaking for irregularegav
occur for 012 < A < 0.18 which are contoured in the plot. The plot shows that thgelstrpeak
forces occur within the breaking region defined by the bmegkriterion and is also associated
with a certain range of the Ursell number.

This led to the development of a probabilistic model for tlealp forces, where the mean
value and its standard deviation was parameterized in tefldsandUr. The obtained fit is
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Figure 78 Left: Peak inline force versus dimensionless depthy and wave steepnest/Lo.
Ursell number and breaking indeéxare marked as contour lines. Right: Mean and standard
deviation of peak inline force as function of Ursell numbeddreaking index. From Hansen
etal.(2012.

shown in figure 78(right) and involves determination of sixstants for the mean and standard
deviation, respectively. The model can be used for direntiktion of short term probability
distributions of wave forces, based on realizations of figdace elevation from wave spectra.
This is achieved by performing a zero down crossing analysishe simulated wave time
series. Next for each individual wave, the inline force ited@ined as the fitted mean value
plus a stochastic contribution picked randomly from a ndrdistribution with the model-
predicted standard deviation. Output of this model was @egbdirectly to the measurements
in the paper.

The long term distribution of inline force can also be essdtald with basis in the fitted model.
This involves convolution of the long-term distributionrabst probable wave heights with the
short-term variability of the maximum wave height conditbon its most probable value. The
method is a variant of the one of Tromans & Vanderschi®95. Details and an example of
application is given in Hansen et §2012).

6.5 The effect of directional spreading on the inline force

The effect of 3D directional spreading of the waves has gpeattical interest. For smaller
waves it is well established that directional spreadingiced the loads, simply due to the
reduction of load in the main direction by projection of thdividual waves. Directional wave
propagation, however, may result in a changed wave heigtiluition, especially for the
largest waves that are affected by wave breaking. While fadirattional waves, focusing
of large waves can only occur by simple overtaking of indiibwaves with different phase
speeds, directional focusing can happen by simple pattsiogp®f two wave groups. This
allows for generation of higher transient waves before waeaking reduces the height and
thus leads to a possibility for larger extreme forces thathéunidirectional case. This effect
was observed in the CFD investigation of unidirectional Aidirectional focused waves of
section 3.5 for the largest wave steepness,df= 0.33.

The effect of directional spreading on the inline force haesrbanalysed by Nielsen et al.
(2012 with basis in 57 of the conducted tests. The applied testtesthus include both scales
and the placement of the cylinder at the slope as well as #teal. Figure 79(left) shows a
plot of the two usual parameters to measure the spreadsyd@. While n is the power of the
co<'0 directional spectrump= a,/0y is the ratio of the standard deviations of the projected
horizontal particle velocity in the main wave direction ahd standard deviation of the veloc-
ity signal if all components were in the main wave direct{@orristall & Ewans 1998 The
spreading factop lies in the intervalv/2/2; 1] where corresponding to omni-directional and
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unidirectional waves, respectively. The figure shows thiahehe nominal 2D wave fields show
some directional spreading and confirms (with some scdttemnonotonic relation between
and@. Next, for each test, the peak inline force was compared testimate based on linear
wave theory applied to the measured surface elevation Isignththe Morison equation with
case-specific force coefficient€u,Cp). The associated probability plot is shown in the right
panel of the figure. Breaking waves (according to Godas lmgattiterion withA > 0.12) are
indicated by crosses. The Morison-based force is plottethi® same waves and shows con-
ceivable scatter. This can be eliminated by re-orderindhefgoints or by application of an
averaging filter across the points. The red curve was olatdhis way. The effect of direction-
ality on the extreme wave forces were quantified by exprgdsia difference between the 5%
largest observed forces and the Morison force estimate gnansing force with a slamming
coefficient. For each test, an average slamming coefficmuntide determined and the corre-
lation to the spreading factgrbe plotted. The correlation however, showed apprecialalttesc
and did not provide a clear answer as to the potential resluct the extreme forces for the
breaking waves.
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Figure 79 Left: Spreading index and spreading factap for the analysed tests measured at
the wave maker. Right: Probability plot of peak forces frosirgyle test and comparison to the
estimated forces from the Morison equation. From Nielseal.¢2012).

A data-driven analysis of the 2D 1:80 irregular tests wasenadSlabiak & Sahlberg-Nielsen
(2013. Figure 80 shows a comparison between 2D and 3D tests fonitbe tlepths of 20.8 m,
30.8 m and 40.8 m. It can be seen that for almost all the téstslitectional spreading reduces
the inline forces. For the largest wave height at the depth0o8 m, however, the extreme
wave impacts are larger in 3D than in 2D. This may be due to ffieeteof rapid focusing for
directionally spread waves.

More analysis of the data set with respect to the effect @ftiionality is ongoing.

6.6 Excitation of the flexible structure by steep and breaking waves

The flexible structure at scale 1:80 was designed to studgtsiial excitation by steep and
breaking waves. Bredmose et@013 presented an analysis of 2D irregular wave forces (tests
62-63,68—69,74—75) and the resulting structural respattbe pile. The paper further presents
the design approach for the flexible structure and two exasnpt numerical reproduction of
the experiments with a fully nonlinear potential flow wavedaband a finite element structural
model.

Figure 81 provide two scatter plots of the peak acceleratiompped against the deep wa-
ter wave steepneds/Lo and dimensionless deptiyLy, similarly to the plot by Hansen et
al. (2012. The values have been obtained from a zero down crossingsisalf the surface
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Figure 8Q Probability curves at scale 1:80 for inline force. Effe€tdirectional spreading.
From Slabiak & Sahlberg-Niels§2013.

elevation signal combined with the measured acceleratiotise upper transducer. The left
panel is for a full scale depth of 40.8 m and significant wavghteof 8.3 m (test 62) while the
left panel is for a depth of 20.8 m and a significant wave hegftitl.0 m (test 75). The two
plots illustrate that for most waves, the accelerationdager at the depth of 40.8 m than at
20.8 m. This must be due to the larger relative extent of theem@lumn and the increased
'moment arm’ for the wave forces close to the free surface lahgest accelerations occur in
the breaking zone, as marked by the G@310 criterion withA = (0.12,0.18) in the figure.
Further, the most extreme accelerations in the six testsra@tcthe smallest depth of 20.8 m
and for breaking waves. This can be linked to the increasedn®arity at this depth, which
causes wave breaking for the largest waves.

The sectional force between the structure and the basiarbatias measured by a force trans-
ducer was analysed as part of the zero-crossing analyssisi$hown in the probability plots

of figure 82. Apart from one extreme event at the depth of 20.8eforces foHs = 11 m are
larger than the forces fad = 8.3 m. Further, for both wave heights, the forces down to a cer-
tain exceedance probability level (5% and 20%, respegiivak largest for the largest depth,
while for smaller exceedance probabilities the smallegtidshows the largest forces. This can
be explained by the larger moment arm at the large depth éaméhin wave population and the
more extreme breaking at shallow water for the largest waves

Two examples of measured events and their numerical reptiodiare given in figures 83 and
84 for tests 62 and 75, respectively. The numerical repribalutechnique consists of 1) linear
reconstruction of the incident wave field from wave gaugeseto the wave maker; 2) direct
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Figure 81 Scatter plot of maximum acceleration for the flexible stuue, mapped according
to individual wave parameters. The colour scale shows thelexation inm/s?. Left: test 62.

Right: test 75.
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Figure 82 Empirical exceedance probability curve for sectionatéor

computation of the wave motion with the fully nonlinear patel flow wave model of Engsig-
Karup et al(2009; 3) calculation of wave forcing at the position of the sturetwith the force
model of Rainey1995 and 4) response calculation in a time domain finite elememtaindhe
approach is detailed in the paper of Bredmose €P8all3. The force model is an extension of
the Morison equation, derived for fully nonlinear wave fogcof slender structures.

Test 62 is for a significant wave height of 8.3 m at a depth d 40(full scale values). The cho-

sen event is the one associated with the largest force ir#ieGenerally, a good reproduction
of the free surface elevation, bottom sectional force cétinal acceleration and displacement is
seen. The large wave & 754 s is seen to induce significant structural response atueal
frequency. This is reproduced well by the numerical modet.tRe somewhat weaker event at
t =736 s, however, the numerical response is seen to be owdiciae.

Similar plots test 75 at 20.8 m and with a significant wave he@f 11.0 m are shown in
figure 83. At this depth the waves are strongly nonlinear aadevbreaking occur with larger
probability. The waves are more peaky and the acceleratindsorces are more extreme. In
the episode shown, the structure is excited at both its fidisacond natural frequencies. This
can be seen in the force and acceleration signals. For the ave= 786 s, the numerical
model is able to reproduce the structural excitation welljlevfor the steep wave groups at
t = (706712 s, the model underestimates the response. This illustiia¢eseed for a force
model that includes wave breaking, as the present force lnnb&ainey(1995 is intended for
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Figure 83 Comparison of measured and computed free surface elavatid structural re-
sponse for the case at=40.8 m.

non-breaking waves.

As has been discussed in relation to task C, the structuspbrese to breaking wave loads
at shallow and intermediate depth can take the shape of gnpugxcitation rather than the
transient resonant response associated with classicahginThe episodes of figure 84 are
examples of this. Also, for figure 83, the event at754 s is an example of impulsive excitation
while the event at = 736 s appear to be of ringing-type as it is seen to achieveatsmum
amplitude in its second oscillation rather than at first.
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Figure 84 Comparison of measured and computed free surface elavatid structural re-
sponse for the case at=20.8 m.
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6.7 Further comparison between model test and experiment

The paper of Bredmose et §2013 has shown two examples of numerical reproduction for
the flexible tests. Further comparisons are provided forrige structure in terms of CFD
calculations in section 3 and the journal paper of PaulseegdBose & Binghanf2013, the
PhD thesis of Paulsgf2013 and the MSc project of Slabiak & Sahlberg-Nielg2013.

6.8 Summary

An all-round data set for wave loads on vertical cylinders been established. The tests have
been carried out at scale 1:36.6 with a rigid structure arstat 1:80 with flexible and rigid
structures. The flexible tests are novel as they allow a t#tecly of structural excitation and
ringing from steep and breaking waves.

The measured data have been analysed with respect to paekfinices and its dependence
to individual wave parameters. The effect on the inline édrom wave directionality has been
analysed as well.

Successful numerical reproduction has been achieved éoflékible structure with a com-
bined potential flow / finite element model as well as for thygdristructure with potential flow
modelling and CFD.

The limitations of the data set associated with the largpestaf 1:25 and structural excitation
by steep waves of the rigid structures have been discussetthelF work in terms of detailed
quantification of the slope effect, wave kinematics, 3D@#gecurrent effects, detailed pressure
measurements and the development of an improved force rhadelbeen suggested.

6.9 Suggestions for further work

The current data set provides a good basis for numerical iwati¢ation and analysis of wave
loads data. More investigations, however, are needed ftidiuvalidation of detailed force
models and improved analysis. The following further steggstherefore recommended, all
aiming at a reduction of the uncertainty on wave loads orhoffs wind turbines:

e Quantification of slope effect.The occurrence of a too large laboratory slope is a com-
mon problem for model tests of wind turbine substructurequAntification of this effect
and establishment of a correction factor can be achieve@tajldd experiments in a long
wave flume combined with a numerical assessment of the waesnidtics.

e Reduced vibrations.Since the present experiments, techniques that reducesabliem
of undesired structural vibrations have been developedHit Burther detailed experi-
ments with eliminated vibrations are recommended.

e Further quantification of 3D load effects. The present experiments indicate that direc-
tional spreading generally reduces the wave loads. Fondinerse wave loads, however,
examples of increased loads for directionally spread whaegs also been observed. This
leaves a need for further detailed and accurate experinemtstermine extreme forces
from 3D waves. A combined experimental-numerical appréaobcommended. The cou-
pled potential flow CFD solver of task B will be ideal for thignpose.

e Measurement of detailed kinematics by PIV.For design purposes, the most feasible
approach for steep and breaking wave loads is the combmafi@n accurate model
for the undisturbed kinematics and a force model. The foroeeh however, requires
validation against experiments. Therefore detailed measents of steep and breaking
wave kinematics are recommended. The PIV (Particle ImatgeMetry) method is well
suited for this.
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e Detailed pressure measurements on structurelhe inline force is an integral measure
of the distributed pressure on the structure. The spatrakfdistribution is determining
for the extent of structural vibration and is provided by thenerical models. This must
be validated against detailed measurements. The predargatanvolves measurement of
pressures at five positions of the structure. Recent methodgver, allows more detailed
and resolved measurements.
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